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Abstract

Privacy and utility of data are two aspects of a system that are often diagonally opposite to each other. Privacy concerns drive design decisions that can reduce the ability to make deductions or correlations from a given dataset (e.g., reducing the probability that an individual could be recognized from a given set of health records). Utility on the other hand tries to maximize the chances of finding helpful relationships in the real world, that can then be used for making smarter systems (e.g., the ability to predict that an individual is at higher risk of being affected by a terminal disease). A term that is often used to explain this paradox is called the Privacy-Utility trade-off. Software practitioners have often ignored the privacy aspects due to lack of legal obligations, and have generally concentrated on achieving functionality. But with a renewed interest in Artificial Intelligence, privacy concerns are going to become more important in near future. This will force the software providers to reevaluate their existing products and services from a privacy perspective. In this work, we analyse some of the challenges that a typical software provider would face while doing so. We present a privacy model that can be applied to existing systems, which in turn can suggest first-cut privacy solutions requiring minimal alterations in deployed applications. To the best of our knowledge, no open-source initiative has been started till now to cater to these requirements. We briefly introduce the prototype of an open-source tool that we are developing which is aimed at facilitating this analysis. The initial results were obtained over some standard datasets, as well as a real world credit card fraud dataset, which seemed to collate with our intuitions.
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1. Introduction

Protecting the privacy of an individual in a dataset is a problem that has been studied over the years by many researchers. This problem becomes even more challenging in the context of AI applications, which generally require substantial amount of data to be able to achieve real world objectives. For instance, as the May 2018 implementation date of the
EU General Data Protection Regulation (GDPR)\cite{1} approached, panic struck the software providers in Europe and they were forced to dedicate more time and effort towards honouring privacy concerns in their products and services\cite{2}.

While there is no universally accepted privacy definition, the one that has been followed the most is the notion of *Differential Privacy*\cite{3}. In a nutshell, differential privacy attempts to provide probabilistic guarantees to a user, that provided there is a *substantial crowd*, determining the presence or identifying the records of an *individual* is unlikely. While the concept may be sound and backed up by elegant theoretical analysis, understanding the nuances of its application to a real world problem is not trivial.

Another approach aimed towards involving practitioners in industry is the general concept of *Privacy by Design* (PbD)\cite{4}. The approach attempts to provide a collection of principles to keep privacy concerns in the loop while designing a system. Unfortunately, there is still a gap between the principles themselves, and the actual detailed guidelines on how to achieve them in practice. A major reason behind this is a lack of concrete mappings between the principles, and the tools or practices that achieve them. Our work provides practitioners with ways to achieve the *Privacy as the Default Setting* principle\cite{4}, specifically, relating to the FIPs *Collection limitation* and *Data minimization*\cite{4}.

In this work, we provide a simple model for privacy, assuming that a software provider may not be well versed in the intricacies of modern day privacy approaches. It must be noted that our model works as a *supplement* to the existing privacy techniques, and in most cases, can be used as a first-cut towards achieving privacy in practice, while the sophisticated privacy preserving algorithms can be applied later on. The motivation of our model comes from *wrapper feature selection*\cite{5}, a concept often used by Data Scientists to reduce the dimensionality of a dataset, while considering the inherent system as a black-box. As long as the learning algorithm being used can provide a performance value for different learning tasks, wrapper methods can be applied as shown in Figure \ref{fig:wrapper}. Although there are inherent issues with these methods from the perspective of computational cost, these methods can be used with almost any learning activity, since they do not use any algorithm specific properties. For evolving a privacy model that needs to be applied across varying software systems

\textbf{Figure 1:} Stages of feature selection using wrapper methods
and services, these methods can yield practical solutions that require minimal changes in the existing systems. Almost all the existing privacy preserving techniques, can then be applied, if required, to achieve even greater levels of privacy.

To sum it up, we attempt to answer the following questions in our current work:

- Can we build a generic privacy model that can be applied to a wide range of data usage mechanisms?

- Is it possible to build a privacy framework that is more suited for application to existing systems, with very few assumptions about how they work or what they do with data?

- Does comprehension of such a privacy model require skills of a Data Scientist? Considering that many software practitioners like a Subject Matter Expert (SME), Functional Analyst (FA), Solution Architect (SA) or a Developer (Dev) [6] may not have an expertise in Information Science, can they use the model in practice without requiring an introductory course in Probability and Statistics?

- Are there any existing (preferably free) privacy analysis tools that can be used by a practitioner to analyze privacy concerns for her system? If so, can these tools provide basic suggestions on how to achieve the privacy-utility trade-off that we discussed before?

The rest of this paper is structured as follows. In Section 2 we cover a short survey of selected work in the field of privacy techniques. This builds up the motivation for the current work. In Section 3 we provide detailed explanation of a privacy model that attempts to cater to the questions raised above. In Section 4 we provide details of how a working prototype of the model can be accessed and extended. We also provide an abstract of our observations after using the tool over some datasets. Finally, we culminate the discussion in Section 5 by concluding our work, and iterating over the future aims to achieve.

2. Related Work

In this section, we discuss some of the work, that is relevant to our current efforts. We divide the work of our interest into three major (possible overlapping) categories.

First, there has been a lot of work which can be clubbed under the heading “attempts to build differentially private versions of certain machine learning techniques”. For instance, researchers have worked on building differentially private versions of SVM[7], linear and logistic regression[8], bayesian detection[9], random forests[10], nearest neighbor classification[11] and even the relatively recent deep learning methods[12]. Attempts to articulate generic methods for doing so like “input perturbation” or “output perturbation” have also been made[13]. From a practitioner’s view, these works can only be of importance if they are converted into (possibly free and open-source) software components, which can be integrated with either an existing application, or be used as a “black-box” within a new application. Unfortunately, majority of them are restricted to demo applications, not yet available in the forms of stable software components to be used in production. There are some appreciable
initiatives towards bridging this gap \[14\][15][16][17], but more of such efforts are required for software providers to easily integrate privacy solutions in the routine development cycle.

Second, substantial research has gone in achieving differential privacy in a practical setting by using the general concept of *anonymisation*. The most popular examples are the usage of techniques like “generalisation” and “suppression” to achieve the notion of *k*-anonymity\[18\]. Although refinements of *k*-anonymity, such as *l*-diversity \[19\] and *t*-closeness \[20\] have also been developed, it can be reasonable to say that *k*-anonymity still remains a popular choice of researchers, with multiple versions of the same (datafly \[21\], mondrian \[22\], incognito \[23\] etc.) available for practical usage under the *UTD Anonymisation Toolbox* \[24\]. However, a practical limitation of *k*-anonymity that we observed while trying to use the toolbox is that implementing generalisation involves a non trivial task of defining a “taxonomy tree” for nominal attributes, so that the algorithm can move up in the tree to replace specific values (say for an attribute called *workclass*) like “Local Government”, “Federal Government” or “State Government” to a more general value “Government”.

If two researchers select two different ways to generalise values, we may end up with two different, incomparable versions of the same dataset, both implementing the same version of *k*-anonymity with same value of *k*. From a practitioner’s view, providing these taxonomies manually for the each nominal attribute will thus involve the arduous process of reaching an agreement among the stakeholders.

Third, there are some relatively recent works, which can be considered as real precursors to our work, that propose the idea of *privacy-aware* feature selection \[26\][27]\[28\][29][30][31\]. Our work differs from these presented works in either one or both of the following ways. First, our model doesn’t expect any prerequisites from the user in the fields of Probability, Statistics, Information Theory etc. We do so by explaining the nuances of the model using metrics that a practitioner may already be accustomed to (such as “Classification Accuracy”), instead of defining a new privacy metric that needs background reading. It is important because understanding the significance of a custom privacy metric may be too cumbersome for a software practitioner. Second, we have initiated a project aimed at building a holistic engineering solution which can be used to analyze a variety of datasets, with very little pre-processing\[2\]. Since most of the practitioners prefer using a solution that doesn’t require a steep learning curve, following a general *convention over configuration* \[32\] philosophy, our efforts involve providing ways to set default parameters which can be provided as input to our model. To the best of our knowledge, our work is the first to address these issues.

3. The Trade-off Model

To comply with our assumptions that the model will be used by a practitioner, we provide a semi-formal approach for analysing privacy, which can be easily assimilated without any background knowledge. A theoretical insight into how feature selection can be used as a

---

\footnote{This particular example is from Iyengar et al. \[25\], whose experimental setup for analysing anonymity related experiments have been replicated over the years by many researchers, including the authors.}

\footnote{The idea is to provide one-click options to handle missing values or duplicate instances in a dataset.}
measure for privacy has already been covered in previous works like \cite{26,29,30}, which can be referred for gaining more insights into our approach. We focus our attention on using the idea to build a model that is simple and intuitive, and does not require any prerequisites for a software practitioner in the field of Data Science or Information Theory.

3.1. Problem Formulation

Simply put, the reason that privacy and utility are at loggerheads with each other for any data-intensive activity is because they intend to achieve goals that are diagonally opposite to each other. In abstract terms, **utility** in context of any learning activity is about finding correlations in a real world scenario from the given data. The examples include grouping data items into similar categories (unsupervised clustering), assigning them to to one of the given classes (classification) or guessing an unknown value based on some observations (regression). The utility of a dataset in this respect, is the ability to be able to find better correlations.

On the other hand, in the context of any data collection activity **privacy** is about hiding correlations. The examples could be removing personally identifiable information from the dataset, and more importantly, dissolving the correlations among the quasi-identifiers\cite{33}, to whatever extent it is feasible.

This means that for any practical usage, a trade-off needs to be achieved between the two based on the real world scenario \cite{34,35}. To better understand this trade-off, consider the case of a small dataset with 12 rows and 5 columns, as shown in Table 1. This sample has been taken from the UCI Adult dataset\cite{36}. The example dataset has four quasi-identifiers (we assume that any personal identifiers are already removed) age, workclass, marital-status and race. The fifth attribute is the class attribute, which assigns a “label” to the rows, putting them in one of the two income groups $<=50K$ or $>50K$.

<table>
<thead>
<tr>
<th>age</th>
<th>workclass</th>
<th>marital-status</th>
<th>race</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>State-gov</td>
<td>Never-married</td>
<td>White</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>49</td>
<td>Self-emp-inc</td>
<td>Married-civ-spouse</td>
<td>White</td>
<td>$&gt;50K$</td>
</tr>
<tr>
<td>28</td>
<td>Private</td>
<td>Married-civ-spouse</td>
<td>Other</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>35</td>
<td>Private</td>
<td>Divorced</td>
<td>White</td>
<td>$&gt;50K$</td>
</tr>
<tr>
<td>38</td>
<td>Private</td>
<td>Divorced</td>
<td>White</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>53</td>
<td>Local-gov</td>
<td>Never-married</td>
<td>White</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>28</td>
<td>Private</td>
<td>Married-civ-spouse</td>
<td>Black</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>37</td>
<td>Private</td>
<td>Married-civ-spouse</td>
<td>Black</td>
<td>$&gt;50K$</td>
</tr>
<tr>
<td>37</td>
<td>Private</td>
<td>Married-civ-spouse</td>
<td>White</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>49</td>
<td>Private</td>
<td>Married-spouse-absent</td>
<td>Black</td>
<td>$&lt;=50K$</td>
</tr>
<tr>
<td>38</td>
<td>Federal-gov</td>
<td>Married-civ-spouse</td>
<td>White</td>
<td>$&gt;50K$</td>
</tr>
<tr>
<td>42</td>
<td>Private</td>
<td>Married-civ-spouse</td>
<td>White</td>
<td>$&gt;50K$</td>
</tr>
</tbody>
</table>

Table 1: An excerpt from the UCI Adult dataset.
partitions, each containing one or more of the quasi-identifiers as well as the class attribute\(^3\), having all or some of the original rows, not necessarily in the same order. Some examples of partitions for the dataset in Table 1 are shown in Figure 2\(^4\).

We can make two important observations by seeing the original dataset, and some of its partitions. If there are any real world correlations that existed between two or more attributes, that can help an adversary discover a piece of information that is critical from privacy perspective, then putting them into different partitions, will imply that the privacy of a partitioned dataset is higher than that of the original dataset. Second, by selecting only a fraction of the overall rows in the original dataset and/or jumbling their order, it becomes quite difficult (may even be impossible) to regenerate a complete row, given some of the partitions. This implies that the utility that a partition provides may be lower (or at least not higher) than the original dataset. This assumption is rather weak, as it is possible that a partition may have higher utility than the complete dataset, because some irrelevant features may have been removed. Nevertheless, if we run into such a case, the model actually works even better, but for our discussions, we use a more stricter assumption, and assume that there are no irrelevant attributes in the dataset, and removing any attribute cannot increase the utility of the learning activity.

To reiterate, the highest privacy can be achieved, if we create partitions that have just one attribute out of all (along with the class attribute), and the highest utility may be achieved, if we create a partition with all the attributes. With these observations, we can now construct a privacy-utility trade-off model. The general idea is that by choosing an “appropriate” granularity for breaking up the original dataset, we can achieve varying levels of privacy. Such a model can be particularly helpful in cases where a learning task has additional challenge of providing a near real-time output, e.g. Credit Card Fraud detection

\(^3\)From here on, whenever we use the term attribute, it means any attribute other than the class attribute.

\(^4\)From here on, we omit the class attribute while showing a partition since its presence is implicit.
systems. The model can hence serve another purpose, that of a prospective thinning of the dataset for faster predictions.

It must be noted here that this doesn’t necessarily mean that partitions of “same size” provide the “same level of privacy”, because certain attribute combinations may reveal more in reality as compared to others (we return to this discussion in Section 3.2). The only claim here is that given a partition, any partition which is its superset, cannot provide more privacy than the partition itself. This is based on the assumption that any correlations that can be found by an adversary in the original partition, can still be found by ignoring the extra attributes. Alternatively, we can claim that any partition that is a subset of a given partition, cannot provide lesser privacy than the partition itself, by a similar argument.

If we go by the above explanation, in order to achieve high levels of privacy, we will have to contend with low levels of utility. Thankfully, it may not be the case always. Feature Selection, a process aimed at “selecting the most relevant features” (or “trimming the least relevant features”) of a dataset, is a technique often used by data scientists before applying any machine learning tasks over it. The rationale is different though from our problem. It is usually done to achieve faster learning time and/or achieve the task over limited infrastructure by providing only those features to the algorithm, which could be more effective. This provides a motivation to attempt feature selection over a dataset, with the main objective being preserving privacy, rather than achieving the above mentioned goals. We can now try to formalise our observations, in the form of a simple privacy model.

3.2. Trade-off Parameters

The most important parameter in this trade-off model is the partition size, i.e., the number of attributes in the partition. Clearly, this number lies between 1 and \( n \), where \( n \) is the total number of attributes in the dataset, minus the class attribute. This parameter being closer to 1 means a slide towards the privacy side of the trade-off, and a proximity to \( n \) shows a tilt towards utility.

One practical aspect that our simplistic formulation doesn’t cater to is the fact that in a real world scenario, not all attributes may have equal significance in terms of privacy or utility. For instance, in our sample dataset, it could be possible that a partition containing both age and workclass could pose a higher risk to privacy in real world, than say another partition that has age with marital-status. The exact sets of attributes that are more “sensitive” for being grouped together, depends on the particular use-case, as well as the adversarial behaviour, that the software provider wants to protect against.

This leads to addition of another composite parameter in our model called privacy exceptions. Privacy exceptions are a (possibly empty) list of attribute sets, that should never be put together in any partition that is to be considered for use in production. In the software development process, these exceptions should ideally be provided by Subject Matter Experts (SMEs), Functional Analysts (FAs) or Solution Architects (SAs).

Another core parameter to our model is the learning objective. This parameter defines the actual purpose for which this dataset is to be used. At first, this may seem contrary to one of our fundamental goals - to have a model that is independent of the actual learning activity that a software component performs. However, the learning objective itself is not
something the model depends upon. It is a parameter that is used for running experiments (we have covered in detail, what an experiment looks like in [37]), and in practice, any machine learning task can be used as a learning objective. The only requirement that the model has is that the learning mechanism can produce an output metric, that can be compared across multiple partitions of the dataset. For example, the most common metric for classification problems is the “Classification Accuracy”. In theory, any metric that the learning component provides, can be used in our model. There are some additional parameters too that we added to our model during the implementation of a prototype to make the model practically viable. We now describe how a solution to the overall problem can be found using an engineering approach.

3.3. Selecting a Partition

Even if the values for the above parameters are fixed, the number of partitions that will satisfy the criteria will almost always be more than one. For the sample dataset, if we choose the following parameters:

\[
\begin{align*}
\text{partition size} & = 2; \\
\text{privacy exceptions} & = \{(\text{age}, \text{workclass})\}; \\
\text{learning objective} & = \text{Classification(NaiveBayes)};
\end{align*}
\]

it is interpreted as:

“Choose a partition having \(2\) attributes for \textbf{Naive Bayes Classification}; while choosing the solution, don’t consider partitions that have \textit{age} and \textit{workclass} together”.

It can be noticed that we have not explicitly mentioned the metric that would be used. We adopt the convention over configuration [32] philosophy, and if not specified, we consider the classification accuracy as the default metric produced by any classification component. The partitions that follow these criteria are:

1. \{\text{age, marital-status}\}
2. \{\text{age, race}\}
3. \{\text{workclass, marital-status}\}
4. \{\text{workclass, race}\}
5. \{\text{marital-status, race}\}

Clearly, the simple model that we’ve presented till now will have no way to differentiate between the above partitions, since they all provide the same level of privacy. This is where we stop with the conceptual modelling, and enter the realms of engineering. We order these partitions by a metric that the learning module provides on executing it over the partitions. For our sample case, if we create these \(5\) partitions of the dataset, with all the rows, and run the Naive Bayes Classifier over them, we get the following values for the Classification Accuracy metric:

\[
\begin{align*}
\{\text{age, race}\} & \quad 58.3333\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\%} \\
\{\text{age, marital-status}\} & \quad 33.3333\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\%} \\
\{\text{workclass, marital-status}\} & \quad 33.3333\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\%} \\
\{\text{marital-status, race}\} & \quad 33.3333\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\text{3}\%} \\
\{\text{workclass, race}\} & \quad 25.0\%
\end{align*}
\]
It seems that using \{age, race\} could provide a better utility, with the same level of privacy, for this particular use-case. While in this case, the decision to pick a particular partition seems rather straightforward, it is fairly common to end up with the same value of a metric for multiple partitions, as shown for three of out of the five partitions above. This means that there may be more than one partition, that can be chosen for practical usage, provided they give the highest (or reasonably high) value of the metric. The prototype tool that we’ve built[^37], shows the user “all the options” (or at least, a “satisfactory number of options”) available for the solution, in a sorted order of a chosen metric, allowing the user to take the final call for using in production. Essentially, the tool shows the user how various partitions of the original dataset would probably fair in a real world scenario, and aids in the process of finalizing one or more partitions to use in production.

3.4. Additional Parameters

There is a significant practical limitation with this model if we run into a dataset that is “too fat” (has too many attributes) or “too tall” (has too many rows). This is because iterating over all possible partitions of a dataset, and running the learning module over them, will become computationally too intensive to afford. The function that actually determines the number of partitions is the Combinations function, $C(n, k)$, which is not linear. For instance, with $n = 25$, the value of $C(n, k)$ jumps from \(53,130\) for $k = 5$, to more than \(3,268,760\) for $k = 10$. This means that for even a moderately large value of $n$, the number of partitions to try out with the learning module might soon exceed limits of practicality.

To counter that, we add two additional parameters to supplement the model. The parameters **vertical expense** and **horizontal expense** can respectively limit the number of combinations that are tried and the number of rows that are placed in any partition. This is an engineering trade-off, that depends on the actual hardware (or virtual hardware) resources that are used to run the experiments. These engineering trade-offs are often required in certain real world cases, where soft real-time guarantees are expected from a prediction component (such as classifying a credit card transaction as fraudulent, and denying it within a few seconds after the card swipe). A value of “0.5” for vertical expense, means that only half of the possible partitions should be tried out. Similarly, choosing a value of “0.5” for horizontal expense indicates that the number of rows to be put inside a partition should be half of those in the original dataset.

This brings us to the last additional parameter that we add to our model. If the vertical expense is set to any value less than 1, it would mean that at least some prospective partitions, will have to be left out at the experiment stage. The last knob of fine tuning that a practitioner would like to be at her behest would be to prevent certain partitions from the axe. To do so, we provide a parameter which is similar to privacy exceptions, called **utility exceptions**. Utility exceptions, just like privacy exceptions are a (possibly empty) list of attribute combinations, that the practitioner always wants to be considered for the execution stage of the experiment (to the extent it is possible). This means, if some partitions are to be discarded, those that contain some utility exception, are more immune than those who don’t. We must clarify here that in case there is a conflict between a privacy
and a utility exception, i.e. there is a partition that contains at least one of each, then the privacy exception takes precedence over the utility exception, and the partition is not considered further. In essence, while privacy exceptions are “constraints” on the model, the utility exceptions are only “advises”. Figure 3 shows a visualization of the model, showing the inputs, the output, as well as the parameters.

4. Observations from Prototype Implementation

We have built an open-source tool as a prototype to initiate efforts in the dimension of building usable tools for software practitioners, who would wish to analyze the usage of different types of dataset, currently in use. We have shown the working of the tool, its GUI as well as Command-line interfaces, as well as results of experiments done on different datasets[37].

We had analysed the results of the tool over different formulations of the UCI Adult dataset[36] as well as a real life credit card fraud dataset[38]. The results over both the datasets were encouraging[37]. The details of the experimental setup, as well as the numerous experiments that we performed are discussed in[37], here we attempt to provide logical observations from the experiments helpful in understanding the relevance of the model presented in Section 3. Some results from the experiments over the complete UCI Adult dataset are reproduced in Figure 4 for a better understanding of our observations. The results can be abstracted to the following observations:

Figure 3: An Overview of the privacy model: (i). Dataset and Learning Objectives are fed as inputs to the model. (ii). Privacy and Utility Exceptions are defined in terms of Column Numbers in original dataset. (iii). Partition size, Vertical Expense and Horizontal Expense are configurable parameters. (iv). The output of the model is a set of partitions along with the accuracies they achieved over sample data.
1. In almost all cases, the tool was able to find at least one partition, which involved fewer number of attributes than the original dataset, but the change in accuracy (or some other metric) was not drastic.

2. In some cases, the partitions performed even better than the original dataset. This is a common observation in Feature Selection process, but the difference here is that the columns chosen (or not chosen) for the purpose were driven by a privacy-first approach, rather than prioritising accuracy.

3. Even though the actual number of partitions that are probable, can become impractical to try out in a brute-force way, the tool was able to randomly select a small percentage of overall partitions (by variation in vertical expense), while using only a fraction of the complete dataset (by variation in horizontal expense) and was still able to suggest good alternatives to using the complete dataset. This implies that while the best possible partition might not have been tried by the tool, a “practically acceptable” solution can still be found.

---

Original Dataset implies maximum values for partition size, vertical as well as horizontal expenses
These observations are concurrent with almost all the experiments that we performed with the tool. This was encouraging, because the results were in line with our intuitions, while discussing the model.

The tool is already available under the MIT license[39] for evaluation. There is a demo video available too for any beginners wanting to try out the tool and/or contribute towards the project[40]. The tool is duly supported by a User Manual, which contains details for all the switches as well as two auxiliary utilities, bundled with the main tool.

5. Conclusion and future scope

In this work, we presented a model for analysing the trade-off between privacy and utility in existing systems. We claimed that by varying the size of a dataset, we can achieve varying levels of privacy and utility. We argued that our model can be helpful for a typical software practitioner since it neither requires any backgrounds in Data Science or Information Theory, nor does it seek to modify existing learning components before use. We must reiterate that this model is helpful in providing a first-cut solution only, as it attempts to reduce the overall collected data, without hampering the utility of the application or service. If the privacy requirements for applications are more stringent, other sophisticated privacy techniques can then be applied over a dataset suggested by this model.

We also briefed about a prototype open-source tool called PUTWorkbench[37] used to verify the claims made above, and the overall results were encouraging. The tool, that comes with a command-line interface for scripting and automation, as well as a GUI to analyse the results of individual experiments via an interactive display, is available for evaluation and contribution from the open-source community.

In future, we would like to develop the tool into a full-fledged, industry ready privacy analyzer. This tool would contain possibilities to apply one or more privacy techniques over a dataset in sequence, and provide the user an easy to use interface to analyze the results.

Another interesting possibility to explore is if a similar model can be evolved for use-cases involving Deep Learning[41], where the number of attributes can range in thousands, and applying this model becomes practically intractable.
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