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The smallest $r$ such that a homogeneous degree $d$ polynomial $h$ can be written as a sum of $d$-th power of linear forms $\ell_{i}$, i.e. $h=\sum_{i=1}^{r} \ell_{i}^{d}$.
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Recall: A linear form $\ell$ is of the form $a_{1} x_{1}+\ldots+a_{n} x_{n}$.
For any homogeneous polynomial $h, \mathrm{WR}(h)$ is finite.

- Often $\mathrm{WR}(h) \leq r$ is denoted as $h \in \Sigma^{[r]} \wedge \Sigma$ (homogeneous depth-3 diagonal circuits).
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2. Consider $\boldsymbol{A}(\boldsymbol{x}):=\prod_{i=1}^{m}\left(1+\ell_{i}^{d}\right)=\prod_{i=1}^{m} \prod_{j=1}^{d}\left(\alpha_{j}+\ell_{i}\right)$, for $\alpha_{j} \in \mathbb{C}$. Note that
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3. Replace $x_{i}$ by $\epsilon \cdot x_{i}$ to get that
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## Border of polynomial-sized depth-3 top-fanin-2 circuits are 'easy' [Dutta-Dwivedi-Saxena FOCS'21].
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- We devise a technique called DiDIL - Divide, Derive, Interpolate with Limit.
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$\square$ Here $\Sigma$ means just a linear polynomial $\ell$ (in $z, \mathbf{x}$ and unit wrt the former).
Recall: $\lim _{\epsilon \rightarrow 0} g_{1}=\partial_{z}\left(\Phi(f) / t_{2}\right)$.
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$\square$ What is $\operatorname{dlog}(\ell)$ ? Note, $\ell=A-z \cdot B$, where $A \in \mathbb{F}(\epsilon), B \in \mathbb{F}(\epsilon)[\boldsymbol{x}]$.

$$
\begin{aligned}
\operatorname{dlog}(A-z B) & =-\frac{B}{A(1-z \cdot B / A)} \\
& =-\frac{B}{A} \cdot \sum_{j=0}^{d-1}\left(\frac{z \cdot B}{A}\right)^{j}
\end{aligned}
$$

$\in \Sigma \wedge \Sigma$. [Magic trick]

- Thus,

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} g_{1} \bmod z^{d} & \equiv \lim _{\epsilon \rightarrow 0} \Pi \Sigma / \Pi \Sigma \cdot\left(\sum \operatorname{dlog}(\Sigma)\right) \bmod z^{d} \\
& \equiv \lim _{\epsilon \rightarrow 0}(\Pi \Sigma / \Pi \Sigma) \cdot(\Sigma \wedge \Sigma) \bmod z^{d} \\
& \in \overline{(\Pi \Sigma / \Pi \Sigma) \cdot(\Sigma \wedge \Sigma)} \bmod z^{d}
\end{aligned}
$$
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- $\bar{C} \cdot \mathcal{D} \subseteq \bar{C} \cdot \overline{\mathcal{D}}$. Therefore,


## Finishing the proof

- $\overline{C \cdot \mathcal{D}} \subseteq \bar{C} \cdot \bar{D}$. Therefore,
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## Finishing the proof

- $\bar{C} \cdot \mathcal{D} \subseteq \bar{C} \cdot \overline{\mathcal{D}}$. Therefore,

$$
\begin{aligned}
\overline{(\Pi \Sigma / \Pi \Sigma) \cdot(\Sigma \wedge \Sigma)} & \subseteq \overline{(\Pi \Sigma / \Pi \Sigma)} \cdot \overline{\Sigma \wedge \Sigma} \\
& \subseteq(\mathrm{ABP} / \mathrm{ABP}) \cdot \mathrm{ABP} \\
& =\mathrm{ABP} / \mathrm{ABP} .
\end{aligned}
$$

$\square$ Eliminate division and integrate (interpolate) to get $\Phi(f) / t_{2}=\mathrm{ABP} \Longrightarrow \Phi(f)=\mathrm{ABP} \Longrightarrow f=\mathrm{ABP}$.
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$>$ [Limaye-Srinivasan-Tavenas, FOCS 2021] showed that $\mathrm{IMM}_{n, d}$ with $d=o(\log n)$ requires $n^{\omega(1)}$-size depth-3 circuits.
$>$ Rank-based lower bounds can be lifted in the border!
$>$ Since, $\mathrm{IMM}_{n, d} \in \mathrm{VBP}, \overline{\Sigma^{[k]} \Pi \Sigma} \neq \mathrm{VBP}$.
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## Looking for finer lower bounds

$\square$ Can we show an exponential gap between $\overline{\Sigma^{[k]} \Pi \Sigma}$ and VBP?

- Ambitious goal: Can we separate $\overline{\Sigma^{[k]} \Pi \Sigma}$ and $\overline{\Sigma^{[k+1]} \Pi \Sigma}$ ?

Note: This is already known (impossibility) in the classical setting!
a $x_{1} \cdot y_{1}+\ldots+x_{k+1} \cdot y_{k+1}$ cannot be computed by $\Sigma^{[k]} \Pi \Sigma$ circuits!
Catch: $x_{1} \cdot y_{1}+\ldots+x_{k+1} \cdot y_{k+1}$ does not work anymore in border, since, $x_{1} \cdot y_{1}+\ldots+x_{k+1} \cdot y_{k+1} \in \overline{\Sigma^{[2]} \Pi^{O(k)} \Sigma}$ !
$\square$ What does work (if at all!)?
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## Our results

## [Dutta-Saxena FOCS'22]

Fix any constant $k \geq 1$. There is an explicit $n$-variate and $<n$ degree polynomial $f$ such that $f$ can be computed by a $\overline{\Sigma^{[k+1]} \Pi \Sigma}$ circuit of size $O(n)$; but, $f$ requires $2^{\Omega(n)}$-size $\overline{\Sigma^{[k]} \Pi \Sigma}$ circuits.

Fix $k=2$. Define the polynomial $P_{d}:=x_{1} \cdots x_{d}+y_{1} \cdots y_{d}+z_{1} \cdots z_{d}$, a degree- $d$ polynomial on $n=3 d$-variables.

- $P_{d}$ has trivial fanin-3 depth-3 circuit (and hence in border too!).
- We will show that $P_{d}$ requires $2^{\Omega(d)}$-size $\overline{\Sigma^{[2]} \Pi \Sigma}$ circuits.

Kumar's proof establishes that $P_{d}$ has a $2^{O(d)}-$ size $\overline{\Sigma^{[2]} \Pi \Sigma}$ circuits, showing optimality!

Classical is about impossibility while in border, it is about optimality.
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In other words, work with $I:=\left\langle\ell_{1}, \epsilon\right\rangle=\langle 1\rangle$ !
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where $T_{i}$ has each linear factor of the form $1+\epsilon \ell$ !
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- DiDIL shows:

$$
\partial_{z}\left(z^{d} P_{d} / t_{2}\right)=\lim _{\epsilon \rightarrow 0} g_{1} \in \overline{(\Pi \Sigma / \Pi \Sigma)} \cdot \overline{(\Sigma \wedge \Sigma)} .
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$\square$ Use the minimum power of $z$ to show that $P_{d} \in \overline{\Sigma \wedge \Sigma}$.

- Partial-derivative measure shows that the above implies $s \geq 2^{\Omega(d)}$ !
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## Thank you! Questions?

