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$\square$ Let $X_{s}=\left[x_{i, j}\right]_{1 \leq i, j \leq s}$ be an $s \times s$ matrix of distinct variables $x_{i, j}$. Let $\operatorname{Sym}_{s}:=\{\pi \mid \pi:\{1, \ldots, s\} \longrightarrow\{1, \ldots, s\}$ such that $\pi$ is bijective $\}$. Define

$$
\operatorname{det}_{s}:=\operatorname{det}\left(X_{S}\right)=\sum_{\pi \in \operatorname{Sym}_{s}} \operatorname{sgn}(\pi) \cdot \prod_{i=1}^{s} x_{i, \pi(i)} .
$$

$\square$ VBP: The class VBP is defined as the set of all sequences of polynomials $\left(f_{n}\right)_{n}$ with polynomially-bounded determinantal-complexity $\mathrm{dc}\left(f_{n}\right)$.
$\square$ Relates tightly to Algebraic Branching Programs ABP, or IMM: Iterated Matrix Multiplication.
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## ‘Hard' polynomials?

- Hard polynomial family $\left(f_{n}\right)_{n}$ such that it cannot be computed by a $\operatorname{poly}(n)$-size determinant? i.e. $\operatorname{size}\left(f_{n}\right)=n^{\omega(1)}$ ?

A A random polynomial with 0-1 coefficient is hard [Hrubeš-Yehudayoff ToC'11]. Challenge: Find an explicit one!

Candidate hard polynomial:

$$
\operatorname{perm}\left(X_{s}\right)=\sum_{\pi \in \operatorname{Sym}_{s}} \prod_{i=1}^{s} x_{i, \pi(i)}
$$

$\square$ The minimum dimension of the matrix $X_{s}$ to compute $f$, is called the permanental complexity $\mathrm{pc}(f)$.
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$\square$ Let $\Gamma$ be any sensible measure. Eg. it can be size, dc and so on.
For $\Gamma$, we can define the border complexity measure $\bar{\Gamma}$ via:
$\bar{\Gamma}(h)$ is the smallest $s$ such that $h$ can be approximated arbitrarily closely by polynomials $h_{\varepsilon}$ with $\Gamma\left(h_{\varepsilon}\right) \leq s$. In other words,
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E.g. $\lim _{\varepsilon \rightarrow 0}\left(\varepsilon z+\varepsilon^{-1} z^{2} x_{1}\right)=\lim _{\varepsilon \rightarrow 0}\left(\varepsilon^{2} z+z^{2} x_{1}\right)=z^{2} x_{1}$.
$\square$ This motivates a new model: 'approximative circuit'.
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- Obvious attempt:
$>$ Since, $g(\boldsymbol{x}, 0)=g_{0}$, why not just set $\varepsilon=0$ ?! Setting $\varepsilon=0$ may not be 'valid' as it could be using $1 / \varepsilon$ in the wire. Though it is well-defined!

Bottomline: $g_{0}$ is non-trivially 'approximated' by the circuit, since $\lim _{\varepsilon \rightarrow 0} g(\boldsymbol{x}, \varepsilon)=g_{0}$.
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- $\overline{\operatorname{size}}(h) \leq \operatorname{size}(h) \leq \exp (\overline{\operatorname{size}}(h))$.

Curious e.g.: Complexity of degree-s factor of a size-s polynomial? [Bhargav-Dwivedi-S. STOC'24] introduces presentable border.
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## Border depth-3 fan-in 2 circuits are 'universal' [Kumar 2020]

Let $P$ be any $n$-variate degree $d$ polynomial. Then, $P \in \overline{\Sigma^{[2]} \Pi \Sigma}$, where the first product has fanin $\exp (n, d)$ and the second is merely constant !
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- We devise a technique called DiDIL - Divide, Derive, Induct with Limit.
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- Suffices to compute $g_{1} \bmod z^{d}$ and take the limit!
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- Thus,

$$
\begin{aligned}
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$$
\begin{aligned}
\overline{(\Pi \Sigma / \Pi \Sigma) \cdot(\Sigma \wedge \Sigma)} & \subseteq \overline{(\Pi \Sigma / \Pi \Sigma)} \cdot \overline{\Sigma \wedge \Sigma} \\
& \subseteq(\mathrm{ABP} / \mathrm{ABP}) \cdot \mathrm{ABP} \\
& =\mathrm{ABP} / \mathrm{ABP} .
\end{aligned}
$$

$\square$ Integrate $g_{1}$ (i.e. interpolate $\partial_{z} \Phi\left(T_{1} / T_{2}\right)$ wrt $z$ ), eliminate division, to get $\Phi(f) /\left(\lim _{\varepsilon \rightarrow 0} \Phi\left(T_{2}\right)\right)=\mathrm{ABP} \Longrightarrow \Phi(f)=\mathrm{ABP} \Longrightarrow f=\mathrm{ABP}$.

Note: Definite integration requires setting $z=0$ in $\Phi\left(T_{1} / T_{2}\right)+1$; that's why we need power-series in $z$.
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Classical is about impossibility. While, border is about optimality.
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So, all-non-homogeneous case is all that remains ...
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- Use the least-monomial, in $z$, to show that $P_{d} \in \overline{\Sigma^{s} \wedge \Sigma}$.

Next, partial-derivative measure, in $\mathbf{x}$, implies $s \geq 2^{\Omega(d)}$ !
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## Thank you! Questions?

