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JACOBIAN HITS CIRCUITS: HITTING SETS, LOWER BOUNDS
FOR DEPTH-D OCCUR-k FORMULAS AND DEPTH-3

TRANSCENDENCE DEGREE-k CIRCUITS∗

MANINDRA AGRAWAL† , CHANDAN SAHA‡ , RAMPRASAD SAPTHARISHI§ , AND NITIN

SAXENA¶

Abstract. We present a single common tool to strictly subsume all known cases of polynomial
time black box polynomial identity testing (PIT), that have been hitherto solved using diverse tools
and techniques, over fields of zero or large characteristic. In particular, we show that polynomial (in
the size of the circuit) time hitting-set generators for identity testing of the two seemingly different
and well studied models—depth-3 circuits with bounded top fanin, and constant-depth constant-
read multilinear formulas—can be constructed using one common algebraic-geometry theme: Ja-
cobian captures algebraic independence. By exploiting the Jacobian, we design the first efficient
hitting-set generators for broad generalizations of the above-mentioned models, namely, (a) depth-3
(ΣΠΣ) circuits with constant transcendence degree of the polynomials computed by the product
gates (no bounded top fanin restriction), and (b) constant-depth constant-occur formulas (no mul-
tilinear restriction). Constant occur of a variable, as we define it, is a more general concept than
constant read. Also, earlier work on the latter model assumed that the formula is multilinear. Thus,
our work goes further beyond the related results obtained by Saxena and Seshadhri [STOC, ACM,
New York, 2011, pp. 431–440], Saraf and Volkovich [STOC, ACM, New York, 2011, pp. 421–430],
Anderson, van Melkebeek, and Volkovich, [IEEE Conference on Computational Complexity, IEEE,
Piscataway, NJ, 2011, pp. 273–282], Beecken, Mittmann, and Saxena [ICALP, Springer, New York,
2011, pp. 134–148] and Grenet et al. [Proceedings of the 30th Foundations of Software Technology
and Theoretical Computer Science (FSTTCS), Schloss Dagstuhl–Liebniz–Zentrum für Informatik,
Wadern, Germany, 2011, pp. 127–139] and brings them under one unifying technique. In addition, us-
ing the same Jacobian-based approach, we prove exponential lower bounds for the immanant (which
includes permanent and determinant) on the same depth-3 and depth-4 models for which we give
efficient PIT algorithms. Our results reinforce the intimate connection between identity testing and
lower bounds by exhibiting a concrete mathematical tool—the Jacobian. The Jacobian is equally
effective in solving both the problems on certain interesting and previously well-investigated (but
not well understood) models of computation.
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1. Introduction and examples. A polynomial in many variables, when writ-
ten down verbosely as a sum of monomials, might have a large expression. Arithmetic
circuits, on the other hand, provide a succinct way to represent multivariate polyno-
mials. An arithmetic circuit, consisting of addition (+) and multiplication (×) gates,
takes several variables as input and computes a polynomial in those variables. The
study of arithmetic circuits—as to which algorithmic questions on polynomials can
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be resolved efficiently in this model of computation, and which polynomials do not
admit any polynomial-sized circuit representation—forms the foundation of algebraic
complexity theory.

One particular algorithmic question, the problem of polynomial identity testing
(PIT), occupies a pivotal position in the theory of arithmetic circuit complexity. It is
the problem of deciding if the output of a given arithmetic circuit is the identically
zero polynomial. Being such an elementary problem, identity testing has enjoyed
its status of prime importance by appearing in several fundamental results including
primality testing [AKS04], the PCP theorem [ALM+98] and the IP = PSPACE re-
sult [LFKN90, Sha90], among many others like graph matching [Lov79, MVV87],
polynomial interpolation [CDGK91], matrix completion [IKS10], polynomial solv-
ability [KY08], factorization [SV10], learning of arithmetic circuits [KS06], and the
geometric complexity theory approach [Mul12, Mul11]. What is more intriguing
is that there is an intimate connection between identity testing and lower bounds
[KI03, HS80, AvM10], especially the problem of separating the complexity classes VP
from VNP (which must necessarily be shown before showing P �= NP [Val79, SV85]).
Proving VP �= VNP amounts to showing that an explicit class of polynomials, like
the permanent, cannot be represented by polynomial-sized arithmetic circuits, which
in turn would follow if identity testing can be derandomized using a certain kind of
pseudo random generator [Agr05, KI03]. (Note that identity testing has a simple and
efficient randomized algorithm—pick a random point and evaluate the circuit at it
[Sch80, Zip79, DL78].)

During the past decade, the quest for derandomization of PIT has yielded several
results on restricted models of circuits. But, fortunately, the search has been made
more focused by a line of work [GKKS13, Koi12, AV08, VSBR83] which states that a
polynomial time black box derandomization of identity testing for depth-3 circuits (via
a certain pseudorandom generator) implies a quasi-polynomial time derandomization
of PIT for polydegree1 circuits. By a polynomial time black box test for a circuit class
C, we mean the following.

• Construct a polynomial-sized list of points with small integer coordinates
such that any nonzero circuit in C evaluates to a nonzero value on one of
the points. (For characteristic p > 0, one works with a small field extension,
where each coordinate of a point is an element of the extension field.)

• A Turing machine that runs in time polynomial in the parameters defining C
(precisely, size of circuits in C) and outputs such a list of points is also called
a polynomial time hitting-set generator for C.

With depth-3 as the final frontier, the results that have been achieved so far
include polynomial time hitting-set generators for the following models:

• depth-2 (ΣΠ) circuits (equivalently, the class of sparse polynomials) [KS01];
• depth-3 (ΣΠΣ) circuits with constant top fanin [SS11];
• constant-depth constant-readmultilinear formulas [AvMV11, SV11] (and their
sparse-substituted variants);

• circuits generated by sparse polynomials with constant transcendence degree
[BMS11].

To our knowledge, these are the only instances for which polynomial time hitting-set
generators are known. The result on depth-3 bounded top fanin circuits is based
upon the Chinese remaindering technique of [KS07] and the ideal-theory framework
studied in [SS10]. Their work followed after a sequence of developments in rank

1Circuits computing polynomials with degree bounded by a polynomial function in the size of
the circuit.
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bound estimates [DS05, KS08, SS09, KS09b, SS10], some using incidence geometry—
although, this result [SS11] in particular is not rank based. On the other hand, the
work on constant-depth multilinear formulas [AvMV11, SV11] is obtained by building
upon and extending the techniques of other earlier results [KMSV10, SV09, SV08]
on “read-once” models. At a high level, this involved a study of the structure of
multilinear formulas under the application of partial derivatives with respect to a
carefully chosen set of variables and invoking depth-3 rank bounds (survey [SY10]).
More recently, a third technique has emerged in [BMS11] which is based upon the
abstract concept of algebraic independence of polynomials and a related computational
handle called the Jacobian. They showed that for any given polydegree circuit C and
sparse polynomials f1, . . . , fm with constant transcendence degree, a hitting set for
C(f1, . . . , fm) can be constructed in polynomial time.

Our contribution. With these diverse techniques floating around the study of
hitting-set generators, one wonders, could there be one single tool that is sufficiently
powerful to capture all these models? Is there a common feature in these different
models that can be used to construct unified PITs? The answer to both these ques-
tions, as we show in this work, is yes. The key to this lies in studying the properties
of the Jacobian, a mathematical object lying at the very core of algebraic geometry.
As for the “unique feature,” notice that in the above four models some “parameter”
of the circuit is “bounded”—be it bounded top fanin, bounded read of variables, or
bounded transcendence degree. (Bounded depth should not be seen as an extra re-
striction on the circuit model because of [GKKS13, AV08]). At an intuitive level, it
seems to us that it is this “bounded parameter”-ness of the circuit that makes the
Jacobian perform at its best.

In the process of finding a universal technique, we significantly strengthen the
earlier results. We construct hitting-set generators not only for depth-3 circuits with
bounded top fanin, but also for circuits of the form C(T1, . . . , Tm), where C is a
polydegree circuit and T1, . . . , Tm are products, of linear polynomials, with bounded
transcendence degree. In case of depth-3 circuits, C(T1, . . . , Tm) is simply T1+· · ·+Tm.
Further, we remove the restriction of multilinearity totally from the constant-depth
constant-read model and construct the first efficient hitting-set generator for this class.
The condition of constant read is also replaced by the more general notion of constant
occur.

At this point, one is faced with a natural question, how effective is the Jaco-
bian in proving lower bounds? The intimate connection between efficient algorithms
and lower bounds has recurrently appeared in various contexts [Wil11, Rag08, Uma03,
PSZ00, IW97]. For arithmetic circuits, this link is provably tight [KI03, Agr05, AV08]:
Derandomizing identity testing is equivalent to proving circuit lower bounds. This
means, one might have to look for techniques that are powerful enough to handle the
dual worlds of algorithm design and lower bounds with equal effectiveness—e.g., the
partial derivative technique has been used to prove lower bounds and identity test-
ing (albeit non-black box) on restricted models (survey [CKW11]); the τ-conjecture
is another such example [GKPS11]. In this work, we demonstrate the utility of the
Jacobian in proving exponential lower bounds for the immanant (which includes de-
terminant and permanent) on the same depth-3 and depth-4 models for which we
give efficient PIT algorithms. In particular, this includes depth-4 constant-occur for-
mulas, depth-4 circuits with constant transcendence degree of the underlying sparse
polynomials (which significantly generalizes the lower bound result in [GKPS11]), and
depth-3 circuits with constant transcendence degree of the polynomials computed by
the product gates. To our knowledge, all these lower bounds are new and it is not



1536 M. AGRAWAL, C. SAHA, R. SAPTHARISHI, AND N. SAXENA

Table 1

Comparison with the earlier efficient hitting sets.

Previous best This paper

Model Running time1 Extended Model2 Running time1 Immn lower bound

ΣΠΣ(k) circuits: sk C(T1, . . . , Tm)
?
= 0

sk trdeg {Ti} = Ω(n)
T1 + · · ·+ Tk

?
= 0 [SS11] polydegree C and

trdeg {Ti} ≤ k

ΣΠΣΠ(k) sk
3

ΣΠΣΠ
sk

2
s = 2Ω(n/k2)

multilinear circuits [SV11] occur-k formulas

depth-D, read-k sR depth-D, occur-k sR s = 2Ω(n)

multilinear formulas where R = kk2
+ kD formulas where R = k2D for constant k, D

[AvMV11] assuming Conjecture 6.1

C(f1, . . . , fm)
?
= 0 sk

polydegree C, [BMS11] – – s = 2Ω(n/k)

ΣΠ circuits fi’s
& trdeg {fi} ≤ k

1Estimates the bit complexity of the hitting-set generator; constant factors not stressed (also in higher exponents).
2We assume a zero or large characteristic.

known how to prove them using earlier techniques. A summary of the results in this
paper is provided in Table 1.

Remark. The algorithms of [SS11], [SV11], and [AvMV11] work over any field,
whereas ours work under the assumption that the field characteristic is zero or large.
Also, [AvMV11] presents a quasi-polynomial time algorithm for arbitrary depth, con-
stant read, multilinear formula—a result which we do not know yet how to capture
using our technique. Two other quasi-polynomial hitting sets that our work does not
capture are the hitting sets for constant-depth set-multilinear circuits [ASS13] and
read-once oblivious algebraic branching programs [FS13].

1.1. A tale of two PITs (and three lower bounds). A set of polynomials
f = {f1, . . . , fm} ⊂ F[x1, . . . , xn] (in short, F[x]) is said to be algebraically independent
over F if there is no nonzero polynomial H ∈ F[y1, . . . , ym] such that H(f1, . . . , fm)
is identically zero. A maximal subset of f that is algebraically independent is a
transcendence basis of f and the size of such a basis is the transcendence degree2 of f
(denoted trdeg

F
f). Our first theorem states the following.

Theorem 1.1. Let C be a polydegree circuit of size s and each of T1, . . . , Tm be
a product of d linear polynomials in F[x1, . . . , xn] such that trdeg

F
{T1, . . . , Tm} ≤ r.

A hitting set for such C(T1, . . . , Tm) can be constructed in time polynomial in n and
(sd)r, assuming char(F) = 0 or > dr.

If C is a single + gate, we get a hitting-set generator for depth-3 circuits with
constant transcendence degree of the polynomials computed by the product gates
(there is no restriction on top fanin).

Our second result uses the following generalization of read-k formulas (where
every variable appears in at most k leaf nodes of the formula) to occur-k formu-
las. Two reasons behind this generalization are one, to accommodate the power of
exponentiation—if we take the eth power of a read-k formula using a product gate,
the “read” of the resulting formula goes up to ek—we would like to avoid this super-
fluous blow up in read. Two, a read-k formula has size O(kn), which severely hinders
its power of computation—for instance, determinant and permanent cannot even be
expressed in this model when k is a constant [Kal85]. This calls for the following
definition.

2Since algebraic independence satisfies the matroid property (cf. [Oxl92]), transcendence degree
is well-defined.
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Definition 1.2. An occur-k formula is a rooted tree with internal nodes labeled
by + and ×� (power-product gate). A ×� gate, on inputs g1, . . . , gm with incoming
edges labeled e1, . . . , em ∈ N, computes ge11 · · · gemm . At the leaves of this tree are depth-
2 formulas computing sparse polynomials (leaf nodes), where every variable occurs in
at most k of these sparse polynomials.

The size of a ×� gate is defined as the integer (e1 + · · ·+ em) associated with its
incoming edges, while the size of a + gate is counted as one. The size of a leaf node is
the size of the corresponding depth-2 formula. With these conventions, the size of an
occur-k formula is defined to be the total size of all its gates (and leaf nodes) plus the
number of edges. Note that any polynomial can be expressed as an occur-1 formula,
albeit of exponential size.

Depth is defined to be the number of layers of + and ×� gates plus 2 (the “plus 2”
accounts for the depth-2 formulas at the leaves). Thus, occur-k is more relaxed than
the traditional read-k as it packs the “power of powering” (to borrow from [GKPS11]),
and the leaves are sparse polynomials (at most kn many) whose dependence on its
variables is arbitrary; e.g., (x3

1x2+x2
1x

2
3+x1x4)

e is not read-1 but is trivially depth-3
occur-1.

Theorem 1.3. A hitting set for any depth-D occur-k formula of size s can be

constructed in time polynomial in sR, where R = (2k)2D·2D (assuming char(F) = 0
or > sR).

A tighter analysis for depth-4 occur-k formulas yields a better time complexity.
Note that a depth-4 occur-k formula allows unbounded top fanin. Also, it can be
easily seen to subsume ΣΠΣΠ(k) multilinear formulas studied by [SV11, KMSV10].
This is because any multilinear ΣΠΣΠ(k) formula is a sum of k products of sparse
polynomials and every variable appears in at most one of the sparse polynomials in
every such product.

Theorem 1.4. A hitting set for any depth-4 occur-k formula of size s can be
constructed in time polynomial in sk

2

(assuming char(F) = 0 or > s4k).

For constant depth, the above theorems not only remove the restriction of multi-
linearity (and relax read-k to occur-k), but further improve upon the time complex-
ity of [AvMV11] and [SV11]. The hitting-set generator of [AvMV11] works in time

nkO(k2)+O(kD), and hence is superexponential when k = Ω(sε/2D·2D ) for any positive
ε < 1 and a constant D, whereas the generator in Theorem 1.3 runs in subexponential
time for the same choice of parameters. The running time of [SV11] is sO(k3), which
is slightly worse than that of Theorem 1.4.

Since any polynomial has an exponential-sized depth-2, occur-1 formula (just the
sparse representation), proving lower bounds on this model is an interesting proposi-
tion in its own right.

Definition 1.5 (see [LR34]). Let Sn denote the permutation group on n points
and C× be the nonzero complex numbers. For any map χ : Sn → C×, the im-
manant of a matrix M = (xij)n×n with respect to χ is defined as Immχ(M) =∑

σ∈Sn
χ(σ)

∏n
i=1 xiσ(i).

Determinant and permanent are special cases of the immanant with χ as the
alternating sign character and the identity character, respectively. Denote Immχ(M)
by Immn for an arbitrarily fixed χ.
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Theorem 1.6. Any depth-4 occur-k formula that computes Immn must have size

s = 2Ω(n/k
2) over any field of characteristic zero (even counting each ×� gate as size

one).

Thus, if each variable occurs in at most n1/2−ε (0 < ε < 1/2) many underlying
sparse polynomials, it takes an exponential-sized depth-4 circuit to compute Immn.
Our next result is an exponential lower bound on the model for which the hitting set
was developed in [BMS11] (but no lower bound was shown). It is also an improvement
over the result obtained in [GKPS11] which holds only for more restricted depth-4
circuits over reals.

Theorem 1.7. Let C be any circuit. Let f1, . . . , fm be sparse polynomials (of
any degree) with sparsity bounded by s and their trdeg bounded by r. If C(f1, . . . , fm)
computes Immn, then s = 2Ω(n/r) over any field of characteristic zero.

Which means, any circuit involving fewer than n1−ε ΣΠ-polynomials at the last
levels, must have exponential size to compute Immn. (The models of Theorems 1.6
and 1.7 are incomparable.) The next result is on the model for which the hitting set
is given by Theorem 1.1.

Theorem 1.8. Let C be any circuit and T1, . . . , Tm be products of linear polyno-
mials. If C(T1, . . . , Tm) computes Immn, then trdeg

F
{T1, . . . , Tm} = Ω(n) over any

field of characteristic zero.

Which means, any circuit involving only o(n) many algebraically independent
ΠΣ-polynomials at the last levels cannot compute Immn.

A related lower bound is one by Shpilka and Wigderson [SW02] who showed that
any depth-3 circuit computing Detn (the determinant of an n × n symbolic matrix)

requires top fanin Ω(n2) and size Ω( n4

logn ). Theorem 1.8 implies a top fanin lower

bound of Ω(n) and size lower bound of Ω(n2) for depth-3 circuits computing Detn.
In this regard, Shpilka and Wigderson’s result is stronger than the above theorem.
On the other hand, Theorem 1.8 states that Detn cannot be computed by a depth-
3 circuit with a large (possibly ω(n2)) number of product gates T1, . . . , Tm whose
transcendence degree is o(n). In this sense, the theorem says something stronger than
a top fanin lower bound.

1.2. Deterministic testing of algebraic independence. The construction
of hitting-set generators (stated in the previous section) also implies deterministic al-
gorithms for certain special cases of the following problem: Given a set of polynomials
as arithmetic circuits, check deterministically if they are algebraically independent.
In fact, for these special cases we only require a black box access to the input circuits.3

In this respect, it can be said that our hitting-set generators (and to some extent the
lower bounds) exist because these independence testers exist.

The proof of Theorem 1.1 yields the following tester.

Theorem 1.9. Given black box access to polynomials T1, . . . , Tr that are products
of d linear polynomials in F[x1, . . . , xn], there is a poly((nd)r)-time algorithm to test
whether they are algebraically independent, assuming char(F) = 0 or > dr.

Similarly, the proof of Theorem 1.3 yields the following tester.

3The classical (Jacobian-based) efficient algorithm for testing the algebraic independence of gen-
eral circuits, over large or zero characteristic, is randomized and whitebox.
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Theorem 1.10. Let T1, . . . , Tr be n-variate degree d polynomials computed by
depth-D occur-k formulas of size s and presented as black boxes. There is an (sdn)R-

time algorithm, where R = r · (2k)2D·2D , to test whether {T1, . . . , Tr} are algebraically
independent, assuming char(F) = 0 or > sR.

1.3. Our ideas. The exact reasons why our techniques work, where older ones
failed, are extremely technical. However, we now give the motivating, but impre-
cise, ideas. To a set of products of sparse polynomials {T1, . . . , Tm} we associate a
polynomial—the Jacobian J(T1, . . . , Tr). It captures the algebraic independence of
T1, . . . , Tr (assuming this to be a transcendence basis of the Ti’s). If we could find an
r-variate linear map ϕ that keeps ϕ◦J(T1, . . . , Tr) nonzero, then ϕ(T1), . . . , ϕ(Tr) are
again algebraically independent and it can be shown that for any C: C(T1, . . . , Tm) =
0 iff C(ϕ(T1), . . . , ϕ(Tm)) = 0. Since the Ti’s are not sparse, the Jacobian is usually a
difficult polynomial to work with, and so is finding ϕ. However, for the special models
in this paper we are able to design ϕ—mainly because the Jacobian (being defined
via partial derivatives) has a nice “linearizing effect,” on the circuit product gates,
that factors itself. The map ϕ ultimately provides a hitting set for C(T1, . . . , Tm), as
we reduce to a PIT of a polynomial over “few” (roughly equal to r) variables.

The initial idea for lower bounds is similar. Suppose Immn = C(T1, . . . , Tm).
Then, by algebraic dependence, J(Immn, T1, . . . , Tr) = 0. Our proofs then exploit
the nature of this identity for the special models. This part requires proving certain
combinatorial properties of the immanant.

Remark. The dependence of our results on the field characteristic is because the
Jacobian criterion, which involves taking derivatives, is used to characterize algebraic
independence. We believe that the condition on the field characteristic in our results
is probably not a fundamental requirement—rather, lifting this condition is perhaps
a technical hurdle due to the lack of a suitable criterion that captures algebraic inde-
pendence for low characteristic fields. (Intuitively, a low characteristic enables more
“cancellations,” polynomial identities, and configurations [SS10].) Recently, this di-
rection of research was investigated in [MSS14], where a new criterion for algebraic
independence, namely, the Witt–Jacobian, is presented that works even for small
characteristic. Applying this new criterion it is shown in [MSS14] that the problem
of testing algebraic independence is in NP#P. However, it seems that this criterion is
not yet effective enough to be applied to our problem and lift the restriction on field
characteristic from our results.

2. Preliminaries: Jacobian and faithful homomorphisms. Our contribu-
tion, in this section, is an elementary proof of Theorem 2.4, which was originally
proved in [BMS11] using Krull’s hauptidealsatz. Here, we state the main properties
of the Jacobian and faithful homomorphisms without proofs—for details, refer to
[BMS13].

Definition 2.1. The Jacobian of a set of polynomials f = {f1, . . . , fm} in
F[x1, . . . , xn] is defined to be the matrix Jx(f) = (∂xjfi)m×n, where ∂xjfi = ∂fi/∂xj.
Let S ⊆ x = {x1, . . . , xn} and |S| = m. Then JS(f) denotes the minor (i.e., determi-
nant of the submatrix) of Jx(f) formed by the columns corresponding to the variables
in S.

Fact 2.2 (Jacobian criterion). Let f ⊂ F[x] be a finite set of polynomials of
degree at most d, and trdeg

F
f ≤ r. If char(F) = 0 or char(F) > dr, then trdeg

F
f =

rankF(x)Jx(f).

The proof of this fact may be found in [BMS13].
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Definition 2.3. A homomorphism Φ : F[x] → F[y] (y is another set of variables)
is said to be faithful for a finite set of polynomials f ⊂ F[x] if trdeg

F
f = trdeg

F
Φ(f).

Theorem 2.4 (faithful is useful). Let Φ be a homomorphism faithful for f =
{f1, . . . , fm} ⊂ F[x]. Then for any C ∈ F[y1, . . . , ym], C(f) = 0 ⇔ C(Φ(f)) = 0.

Proof. It is trivial to see that C(f) = 0 ⇒ C(Φ(f)) = 0. Since Φ is faithful
for f , there is a transcendence basis (say, f1, . . . , fs) of f such that Φ(f1), . . . ,Φ(fs)
is a transcendence basis of Φ(f). Since {f1, . . . , fs} are algebraically independent,
the field F(f1, . . . , fs) is isomorphic to F(y1, . . . , ys). Further, since every other fi is
algebraically dependent on {f1, . . . , fs}, it is also algebraic over F(f1, . . . , fs). Hence,

F(f1, . . . , fm) ≡ (F(f1, . . . , fs)) (fs+1, . . . , fm) ≡ (F(f1, . . . , fs)) [fs+1, . . . , fm].

In other words, the elements of the field K = F(f) can be written as polynomials in
fs+1, . . . , fm with coefficients from F(f1, . . . , fs). Suppose C(f) is a nonzero element
of K, then there is an inverse Q ∈ K such that Q ·C(f) = 1. Since Q is a polynomial
in fs+1, . . . , fm with coefficients from F(f1, . . . , fs), by clearing off the denominators
of these coefficients in Q, we get an equation Q̃ · C(f) = P (f1, . . . , fs), where Q̃ is
a nonzero polynomial in f and P is a nonzero polynomial in f1, . . . , fs. Applying Φ
to both sides of the equation, we conclude that C(Φ(f)) = Φ(C(f)) �= 0, otherwise
P (Φ(f1), . . . ,Φ(fs)) = Φ(P (f1, . . . , fs)) = 0 which is not possible as Φ(f1), . . . ,Φ(fs)
are algebraically independent and P is a nontrivial polynomial.

Recipe for faithful homomorphisms. All the PITs in this paper proceed by
constructing faithful homomorphisms for a certain set of polynomials. The following
fact describes the changes in the Jacobian after a “change of variables.”

Fact 2.5 (chain rule). For any finite set of polynomials f ⊂ F[x] and a homo-
morphism Φ : F[x] → F[y], we have Jy(Φ(f)) = Φ (Jx(f)) ·Jy(Φ(x)) (where Φ applied
to a matrix/set refers to the matrix obtained by applying Φ to every entry).

Proof. Follows directly from the chain rule of differentiation.

The recipe for faithful homomorphisms uses the following “rank preserving linear
maps” studied by Gabizon and Raz [GR05, Theorem 5].

Lemma 2.6 (Theorem 5 of [GR05]). Let A be an r × n matrix with entries in a
field F, and let t be an indeterminate. Then, rankF(t)(A · (tij)i∈[n],j∈[r]) = rankFA.

Lemma 2.7 (recipe for faithful maps). Let f ⊂ F[x] be a finite set of polynomials
of degree at most d, trdeg

F
f ≤ r, and char(F) = 0 or > dr. Let Ψ : F[x] → F[z] be a

homomorphism such that rankF(x)Jx(f) = rankF(z)Ψ(Jx(f)).
Then, the map Φ : F[x] → F[z, t, y1, . . . , yr] that maps, for all i, xi �→

(
∑r

j=1 yjt
ij) + Ψ(xi) is a homomorphism faithful for f .

We stress that in the above lemma all we require from Ψ is that the rank of Jx(f)
equals the rank of Ψ(Jx(f)), which is just Ψ applied on each entry of Ψ(Jx(f)). Note
that Ψ(Jx(f)) is not the Jacobian of Ψ(f), and hence Ψ is not necessarily faithful for
f . Here Ψ is just a map that preserves the nonzeroness of some minor of Jx(f) and
hence Ψ could in principle be a scalar map. Of course, a scalar map can never be
faithful to any nontrivial set of polynomials f . Nevertheless, the above recipe allows
us to take any such map Ψ and modify it to a map Φ that is faithful for f .

Proof. Without loss of generality, let trdeg
F
f = r, which then (by the Jacobian

criterion) is the rank of Jx(f). We show that the matrix Jy(Φ(f)) is of rank r,
which would imply (by the Jacobian criterion) that trdeg

F(t,z) Φ(f) = r. Note that if
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trdeg
F(t,z) Φ(f) = r, then we also have trdeg

F
Φ(f) ≥ r. Since we know trdeg

F
(f) = r,

this would force trdeg
F
Φ(f) = r as well.

Consider the projection J ′ of Jy(Φ(f)) obtained by setting y1 = · · · = yr = 0.

J ′ = [Jy(Φ(f))]y=0

= [Φ (Jx(f)) · Jy(Φ(x))]y=0

= Ψ(Jx(f)) · Jy(Φ(x)),

where the second line follows simply by Fact 2.5, and the third line uses the fact that
Φ(xi) is linear in y.

Observe that the matrix Jy(Φ(x)) is exactly the Vandermonde matrix that is
present in Lemma 2.6. Also, Ψ(Jx(f)) has entries in F(z), and by assumption has the
same rank as Jx(f). Hence, by Lemma 2.6,

rankF(t,z)J ′ = rankF(t,z) (Ψ(Jx(f)) · Jy(Φ(x)))

= rankF(z)Ψ(Jx(f)) = r.

And since J ′ is just a projection of Jy(Φ(f)), the rank of the latter must also be r.
Hence, Φ is indeed faithful.

3. Hitting set for depth-3 circuits of constant transcendence degree.
Let C be any circuit and D be the circuit C(T1, . . . , Tm), where each Ti is of the

form
∏d

j=1 	ij , every 	ij is a linear polynomial in F[x1, . . . , xn]. For simplicity, assume
without loss of generality that all the 	i’s are monic with respect to the lexicographic
ordering x1 � . . . � xn. Denote by T the set {T1, . . . , Tm} and by L(Ti) the multiset
of linear polynomials that constitute Ti. Suppose trdegF T = k and Tk = {T1, . . . , Tk}
is a transcendence basis of T.

Since Jx(Tk) has full rank (char(F) = 0 or char(F) > dk), without loss of gen-
erality assume that the columns corresponding to xk = {x1, . . . , xk} form a nonzero
k × k minor of Jx(Tk). By Lemma 2.7, if we construct a Ψ : F[x] → F[z] that keeps
Jxk

(Tk) nonzero, then Ψ can easily be extended to a homomorphism Φ : F[x] →
F[z, t, y1, . . . , yk] that is faithful for T. And hence, by Theorem 2.4, it would follow
that Φ(D) = 0 iff D = 0.

The linearity of the determinant would allow us to express Jxk
(Tk) as a depth-3

circuit.

Fact 3.1. For any set of vectors v11, . . . , vkn ∈ Fn,

det

[
k∑

i=1

v1i, . . . ,

k∑
i=1

vni

]
=

∑
1≤i1,...,in≤k

det [v1i1 , . . . , vnin ] .

Note that if Ti =
∏d

j=1 	ij , then

∂xTi = Ti ·
⎛
⎝ d∑

j=1

∂x	ij
	ij

⎞
⎠ .
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Using this with the linearity of the determinant, Jxk
(Tk) takes the following form,

Jxk
(Tk) =

∑
�1∈L(T1),...,�k∈L(Tk)

T1 · · ·Tk

	1 · · · 	k · det

⎡
⎢⎣

∂x1	1 . . . ∂xk
	1

...
. . .

...
∂x1	k . . . ∂xk

	k

⎤
⎥⎦

=
∑

�1∈L(T1),...,�k∈L(Tk)

T1 · · ·Tk

	1 · · · 	k · Jxk
(	1, . . . , 	k).(3.1)

Call a set of linear polynomials independent if the corresponding homogeneous linear
parts (i.e., the constant-free parts) are F-linearly independent. The term Jxk

(	1, . . . , 	k)
ensures that the above sum is only over those 	1, . . . , 	k that are independent linear
polynomials (otherwise the Jacobian vanishes). Note that this implies that no 	i
can repeat in any denominator of (3.1). The sum has the form of a depth-3 circuit,
call it H0, and we construct a low variate Ψ such that Ψ(H0) �= 0. We show that
this is achieved by a Ψ that preserves the independence of a “small” set of linear
polynomials—which we call a certificate of H0. (The certifying path technique is
from [SS11].)

Certificate of H0. We can assume that each of the terms Jxk
(	1, . . . , 	k) in (3.1)

is a nonzero field constant. Let L(H0) be the set of all linear polynomials occurring
in the denominator terms “	1 · · · 	k” of all the summands in sum (3.1). Hence, L(H0)
is the set of all distinct 	i’s that occur in the denominator of (3.1). This means, the

depth-3 circuit H0 has the form H0 = T ·∑L αL/	1 · · · 	k, where T :=
∏k

i=1 Ti, αL

is a nonzero field constant and the sum runs over some sets L = {	1, . . . , 	k} of k
independent linear polynomials contained in L(H0).

Define, content of a depth-3 circuit G =
∑

i Pi, where Pi is a product of linear
polynomials, as cont(G) := gcdi{Pi}, and let the simple part, denoted by sim(G), be
defined as G/cont(G). Hence cont(H0) = gcdL{T/	1 · · · 	k} and

(3.2) sim(H0) = F0 ·
∑
L

αL

	1 · · · 	k , where F0 =
T

cont(H0)
.

Note that F0 is the least common multiple of the denominators in (3.1), and hence
equal to the product of the linear polynomials in L(H0). Thus, deg(F0) = |L(H0)|.
For any 	 ∈ L(H0), the terms in sim(H0) that survive modulo 	 are those with 	 in
the denominator “	1 · · · 	k” of the above expression. Hence,

H1 := sim(H0) mod 	1 =
F0

	1
·

∑
L:={�2,...,�k}

αL

	2 · · · 	k .

We can treat H1 as a depth-3 circuit in one less variable: Suppose that 	1 = c1x1 +∑n
i=2 cixi, where ci’s ∈ F and c1 �= 0, then we can replace x1 by −∑n

i=2 cixi/c1 in
sim(H0), particularly in F0/	1 (of course, after dividing F0 by 	1) as well as in each of
	2, . . . , 	k in the denominators, so that H1 becomes a depth-3 circuit in F[x2, . . . , xn].
Therefore, it makes perfect sense to talk about cont(H1) and sim(H1). Observe that
	2, . . . , 	k remain independent linear polynomials modulo 	1, and so H1 is a depth-3
circuit of the “same nature” as H0 but with one less linear polynomial in the de-
nominators. Also, the set of linear polynomials L(H1) is a subset of the set of linear
polynomials L(H0) modulo 	1. Extending the above argument, it is possible to define
a sequence of circuits Hi := sim(Hi−1) mod 	̃i, (1 ≤ i ≤ k), where 	̃i ∈ L(Hi−1).
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Further, L(Hi) is a subset of L(Hi−1) modulo 	̃i, which implies that essentially
there are independent linear polynomials, say 	1, . . . , 	k, in L(H0) such that 	̃i =
	i mod (	1, . . . , 	i−1) and therefore Hi = sim(Hi−1) mod (	1, . . . , 	i).

Lemma 3.2 (certifying path). There exist independent linear polynomials {	1,
. . . , 	k} ⊆ L(H0) such that Hi �= 0 mod (	1, . . . , 	i) ∀i ∈ [k], and Hk is a nonzero
product of linear polynomials in L(H0) modulo (	1, . . . , 	k).

Proof. Since T1, . . . , Tk is a transcendence basis, we start with H0 �= 0. The proof
is by induction on k and follows the sketch given while defining sim(·).

The degree of the nonzero polynomial sim(H0) is |L(H0)| − k. By Chinese re-
maindering, there exists an 	1 ∈ L(H0) such that H1 := sim(H0) mod 	1 �= 0. In the
base case (k = 1), it is easy to see that H1 is a nonzero product of linear polynomials
modulo 	1. For any larger k, the depth-3 polynomial H1 has exactly the same form
as H0 but with k− 1 independent linear polynomials in the denominators. Inducting
on this smaller value k− 1, keeping in mind that L(Hi) ⊂ L(H0) modulo (	1, . . . , 	i),
completes the proof.

A set {	1, . . . , 	k}, satisfying Lemma 3.2, is called a certifying path of H0. Fix a
certifying path {	1, . . . , 	k}. Let Ψ : F[x] → F[z1, . . . , zk+1] be such that Ψ(	1), . . . ,
Ψ(	k) are independent linear polynomials in F[z] and for every 	 ∈ ∪k

i=1L(Ti), 	 �=
0 mod (	1, . . . , 	k) iff Ψ(	) �= 0 mod (Ψ(	1), . . . ,Ψ(	k)). We call such a Ψ a rank-(k+1)

preserving map for L(H0). It can be shown that one of the maps Ψb : xi �→
∑k+1

j=1 zjb
ij ,

where b runs over dkn(k+1)2 distinct elements of F, is a rank-(k+1) preserving map
for H0. (It is a simple corollary of Lemma 2.6).

Theorem 3.3. If Ψ : F[x] → F[z1, . . . , zk+1] is a rank-(k+ 1) preserving map for
L(H0), then Ψ(H0) �= 0.

Proof. Let {	1, . . . , 	k} be the certifying path of H0 fixed above. Let Ii :=
〈	1, . . . , 	i〉, the ideal generated by the linear forms {	1, . . . , 	i}. The proof is by
reverse induction on k: Assuming Ψ(Hi) �= 0 mod Ψ(Ii), we show that Ψ(Hi−1) �=
0 mod Ψ(Ii−1) for k ≥ i ≥ 2. The base case is easy, as by Lemma 3.2, Hk is a
nonzero product of linear polynomials in L(H0) modulo Ik. Hence, by the definition
of a rank-(k + 1) preserving map, Ψ(Hk) �= 0 mod Ψ(Ik) (the ideal generated by
independent linear polynomials is an integral domain).

The proof of the inductive step proceeds as follows. Assume that we know
Ψ(Hi) �= 0 mod Ψ(Ii). By construction,

Hi−1 = cont(Hi−1) · sim(Hi−1) = cont(Hi−1) · [qi	i +Hi] mod Ii−1

for some polynomial qi, which means, Ψ(Hi−1) = Ψ(cont(Hi−1)) ·
[Ψ(qi)Ψ(	i) + Ψ(Hi)] mod Ψ(Ii−1).

If [Ψ(qi)Ψ(	i) + Ψ(Hi)] = 0 mod Ψ(Ii−1),

then Ψ(Hi) = [Ψ(qi)Ψ(	i) + Ψ(Hi)] = 0 mod Ψ(Ii)
which contradicts the induction hypothesis. Also, by Lemma 3.2, Hi−1 �= 0 mod Ii−1

implies that cont(Hi−1) �= 0 mod Ii−1. Note that cont(Hi−1) is a product of linear
polynomials in L(H0) modulo Ii−1, and hence each factor 	 of cont(Hi−1) is not in
Ii−1. Since Ψ is a rank-(k+ 1) preserving map, Ψ(	) continues to not be in Ψ(Ii−1).
Therefore,

Ψ(Hi−1) = Ψ(cont(Hi−1)) · [Ψ(qi)Ψ(	i) + Ψ(Hi)] �= 0 mod Ψ(Ii−1)

as Ii−1 is generated by (i− 1) independent linear polynomials.
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Finally, to obtain Ψ(H0) �= 0 from Ψ(H1) �= 0 mod Ψ(I1), use the same argument
as above and that Ψ(	) �= 0 for every 	 ∈ ∪k

i=1L(Ti).

Since H0 was just a maximal nonzero minor of J (T1, . . . , Tr), we have the follow-
ing corollary (using Fact 2.2).

Corollary 3.4. Let Ψ : F[x] → F[z1, . . . , zr+1] be a rank-(r+1) preserving map
for L(T1) ∪ · · · ∪ L(Tm) (where {T1, . . . , Tm} are products of linear functions with
transcendence degree bounded by r). Then, Φ : F[x] → F[z1, . . . , zr+1, t, y1, . . . , yr+1]

defined as Φ(xi) �→ Ψ(xi) +
∑r+1

j=1 t
ijyj is a faithful homomorphism for {T1, . . . , Tm}.

Proof. Let trdeg {T1, . . . , Tm} = k ≤ r. Since any rank-(r+ 1) preserving map Ψ
is also a rank-(k + 1) preserving map, Theorem 3.3 states that Ψ preserves the rank
of J (T1, . . . , Tm). Hence by Lemma 2.7 we have that Φ is a faithful homomorphism
for {T1, . . . , Tr}.

With this, we can prove both Theorems 1.1 and 1.9.

Theorem 1.1 (restated). Let C be a polydegree circuit of size s and each of
T1, . . . , Tm be a product of d linear polynomials in F[x1, . . . , xn] such that
trdeg

F
{T1, . . . , Tm} ≤ r. A hitting set for such C(T1, . . . , Tm) can be constructed

in time polynomial in n and (sd)r, assuming char(F) = 0 or > dr.

Proof of Theorem 1.1. Corollary 3.4 gives a homomorphism

Φ : F[x] → F[z1, . . . , zr+1, t, y1, . . . , yr+1]

that is faithful for {T1, . . . , Tm}. By Theorem 2.4, we have that C(T1, . . . , Tm) = 0
iff Φ(C(T1, . . . , Tm)) = 0. Since C is a polydegree circuit of size s, Φ(C(T1, . . . , Tm))
is a polynomial of degree at most dsO(1) and nrdsO(1) in the variables {y, z} and t,
respectively. Using [Sch80, Zip79, DL78], we can construct a hitting set for Φ(D) in
time polynomial in n(sd)r. Since construction of Ψ takes time poly(ndr), the total
time taken is poly(n, (sd)r).

Theorem 1.9 (restated). Given black box access to polynomials T1, . . . , Tr that
are products of d linear polynomials in F[x1, . . . , xn], there is a poly((nd)r) time al-
gorithm to test whether they are algebraically independent, assuming char(F) = 0 or
> dr.

Proof of Theorem 1.9. Corollary 3.4 gives a homomorphism

Φ : F[x] → F[z1, . . . , zr+1, t, y1, . . . , yr+1]

that is faithful for {T1, . . . , Tr}. Hence it suffices to check if {Φ(T1), . . . ,Φ(Tr)} are
algebraically independent or not. Since each Φ(Ti) is an O(r)-variate polynomial
of degree poly(nd), they have at most poly((nd)r) monomials. It is well known
[KS01, BOT88] that an n-variate degree d multivariate polynomial with R monomials
can be reconstructed from poly(n, d,R) evaluations. Hence, using poly((nd)r) eval-
uations, each Φ(Ti) can be explicitly written down as a sum of monomials. Hence,
the Jacobian J (Φ(T1), . . . ,Φ(Tr)) can be written down explicitly, and an applica-
tion of the Schwartz–Zippel lemma in [Sch80, Zip79, DL78] allows us to check if
J (Φ(T1), . . . ,Φ(Tr)) has full rank in deterministic poly((nd)r) time.

4. Hitting set for constant-depth constant-occur formulas.
Bounding the top fanin. Let C belong to the class C of depth-D occur-k formulas

of size s, with potentially large top fanin. The following easy observation allows us to
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slightly modify C to work with a bounded top fanin formula (without increasing the
other parameters too much).

Observation 4.1. If C(x1, . . . , xn) is nonconstant and nonzero, then there is an
i such that C̃ := C(x1, . . . , xi−1, xi + 1, xi+1, . . . , xn) − C(x1, . . . , xn) �= 0, assuming
char(F) > sD (i.e., the bound on the degree of C).

Corollary 4.2. Let H be a hitting set for the class of occur-2k, top fanin 2k,
depth-(D+1), and size (s2 + s) formulas. Then, there is a hitting set H′ with |H′| =
|H|O(1)

for the class of occur-k, depth-D, size s formulas of unbounded top fanin.

Proof. Let C be an occur-k, depth-D formula of size s that computes a nonzero
polynomial. By Observation 4.1, there exists some i such that

C̃ := C(x1, . . . , xi−1, xi + 1, xi+1, . . . , xn)− C(x1, . . . , xn) �= 0.

If C has a + gate on top, then C(x) =
∑m

i=1 Ti, where the Ti’s are computed by

×� gates at the next level. Since xi occurs in at most k of the Ti’s, C̃ has top fanin
at most 2k. If C has a ×� gate on top, then C̃ has a + gate on top with fanin 2
and depth(C̃) = D + 1. Therefore, C̃ belongs to the class of depth-(D + 1) occur-2k
formulas of size at most (s2 + s), and a + gate on top with fanin bounded by 2k.
(The size of C(x1, . . . , xi−1, xi+1, xi+1, . . . , xn) is bounded by s2 as the total sparsity
of the polynomials corresponding to the leaves of C(x1, . . . , xn) can grow at most
quadratically as xi is replaced by xi + 1.)

Since H is a hitting set for the class of occur-2k, top fanin 2k, depth-(D + 1),
size (s2 + s) formulas, define H′ ⊃ H by including points (α1 + 1, α2, . . . , αn),
(α1, α2+1, . . . , αn), . . . , (α1, . . . , αn−1, αn+1) in H′ for every point (α1, α2, . . . , αn) ∈
H. Observe that H′ is a hitting set for C and |H′| = n · |H|.

Therefore, it is sufficient to construct a hitting set for the class of bounded top-
fanin bounded-occur formulas. By reusing symbols, assume that C is a depth-D
occur-k formula of size s with a + gate on top having top fanin at most k.

In order to construct a hitting set for C(x) =
∑k

i=1 Ti, we shall solve the following
slightly more generalized goal.

Goal: Let T1, . . . , Tk be polynomials computed by occur-k depth-
D circuits of size s each. Construct a map Φ that is faithful for
{T1, . . . , Tk}.

Theorem 2.4 asserts that any such faithful map would preserve the nonzeroness
of C. Let Tr = {T1, . . . , Tr} be a transcendence basis of T. Since Jx(Tr) has full
rank (char(F) = 0 or > sDr, by Lemma 2.7), assume that the columns corresponding
to xr = {x1, . . . , xr} form a nonzero minor of Jx(Tr). By Lemma 2.7, it suffices to
construct a Ψ that keeps Jxr (Tr) �= 0.

Proof idea. Identify a gate with the polynomial it computes, and count level of
a gate from the top—the gates Ti’s are at level 1. Suppose each Ti is a ×� gate and
Ti =

∏d
�=1 P

ei,�
i,� , where Pi,�’s are gates at level 2. Since Ti is also an occur-k formula,

x1, . . . , xr appear in at most kr of the Pi,�’s, say Pi,1, . . . Pi,kr . Hence,

∂xjTi =

(
d∏

�=kr+1

P
ei,�
i,�

)
· ∂xj

(
kr∏
�=1

P
ei,�
i,�

)
for every 1 ≤ i, j ≤ r

=⇒ Jxr(Tr) =

(
r∏

i=1

d∏
�=kr+1

P
ei,�
i,�

)
· Jxr

(
kr∏
�=1

P
e1,�
1,� , . . . ,

kr∏
�=1

P
er,�
r,�

)
.

Now notice that the Jacobian term on the right-hand side of the last equation is a
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polynomial in Pi,� and ∂xjPi,�, for 1 ≤ i, j ≤ r, and 1 ≤ 	 ≤ kr. (Note the irrelevance
of the exponents ei,�’s.) So, if Ψ is faithful for the set P := {Pi,�, ∂xjPi,� : 1 ≤ i, j ≤
r, 1 ≤ 	 ≤ kr} and the singleton sets {Pi,�} for 1 ≤ i ≤ r, kr + 1 ≤ 	 ≤ d, then
Ψ(Jxr(Tr)) �= 0. In other words, the task of constructing a faithful homomorphism is
instead replaced by the task of constructing a map that keeps every factor in the above
product nonzero. To get some more intuition, consider the case of a depth-4 circuit
in which case each of the Pi,j ’s are sparse polynomials. Preserving the nonzeroness of
sparse polynomials can be achieved via ideas from [KS01].

Observe that the polynomials in P and the singleton sets are (zeroth and first
order) derivatives of the gates at level 2, and further these sets involve (the derivatives
of) disjoint groups of level 2 gates. This disjointness feature ensures that the number
of such sets is at most s.

Thus, we have reduced the problem of constructing a faithful map Φ for T (gates
at level 1) to the problem of constructing a map Ψ that is faithful for at most s many
sets each containing derivatives of gates at the second level. Now, the idea is to carry
forward this argument recursively to deeper levels: In the next level of the recursion we
reduce the problem to constructing a map that is faithful for at most s sets containing
(zeroth, first, and second order) derivatives of disjoint groups of gates at level 3, and
so on. Eventually, the recursion reaches the level of the sparse polynomials (the leaf
nodes) where a faithful map can be constructed using ideas from [KS01].

Let us formalize this proof idea. For any multiset of variables S, let ΔSf denote
the partial derivative of f with respect to the variables in S (including repetitions, as
S is a multiset). Let var(S) denote the set of distinct variables in S.

Lemma 4.3 (Gcd trick). Let G be any gate in C and S1, . . . , Sw be multisets
of variables. Then there exists another occur-k formula G′ for which the vector of
polynomials (ΔS1G, . . . ,ΔSwG) = VG · (ΔS1G

′, . . . ,ΔSwG
′) such that

1. if G is a + gate, then G′ is also a + gate whose children consist of at most
k · |∪w

i=1var(Si)| of the children of G, and VG = 1;
2. if G is a ×� gate, then G′ is also a ×� gate whose children consist of at

most k · |∪w
i=1var(Si)| of the children of G, and VG = G/G′.

Further, the gates constituting G′ and VG are disjoint.

Proof.
1. Suppose G = H1+· · ·+Hm. Then at most k ·|∪var(Si)| of its children depend

on the variables present in ∪var(Si); let G
′ be the sum of these children. Then,

ΔSiG = ΔSiG
′ as the other gates are independent of the variables in ∪Si.

2. Suppose G = He1
1 · · ·Hem

m . Since G is a gate in an occur-k formula, at most
k ·|∪var(Si)| of the Hi’s depend on the variables in ∪Si; call these H1, . . . , Ht.
Let G′ := He1

1 · · ·Het
t and VG := G/G′. Then, ΔSiG = VG · ΔSiG

′ as
claimed.

We say that a map is faithful for a collection of sets if it is faithful for every set
in the collection. Going by the “proof idea,” suppose at the 	th level of the recursion
we want to construct a Ψ� that is faithful for a collection of (at most) s sets of
polynomials, each set containing at most r� partial derivatives (of order up to c�) of
the gates at level 	. Moreover, the sets involve derivatives of disjoint groups of gates.
To begin with, 	 = 1 and we wish to construct a Ψ1 that is faithful for just one set T,
so r1 ≤ k and c1 = 0. The next lemma captures the evolution of the recursion and is
essentially a careful analysis of the growth of the sets as we descend levels.

Lemma 4.4 (evolution via factoring). Let U be a set of r� derivatives (of orders
up to c�) of gates GU at level 	, and U ′ be a transcendence basis of U . Any |U ′| × |U ′|
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minor of Jx(U ′) is of the form
∏

i V
ei
i , where Vi’s are polynomials in at most r�+1 :=

(c�+1) ·2c�+1k ·r�2 many derivatives (of order up to c�+1 := c�+1) of disjoint groups
of children of GU .

Proof. Let r′ = |U ′| and M be an arbitrary r′ × r′ submatrix of Jx(U ′). Let
(ΔS1G, . . . ,ΔSr′G) be an arbitrary row of M that corresponds to certain derivatives
of a node G at level 	. Since each of the derivatives is of order at most c�+1, we have
that | ∪r′

i=1 var(Si)| ≤ r′(c�) + r′ ≤ r′(c� + 1). By applying Lemma 4.3 to this row,
we can express this row as VG · (ΔS1G

′, . . . ,ΔSr′G
′). So, det(M) =

∏
G VG · detM ′,

where M ′ is the submatrix obtained after removing the VG’s common from each of
the rows. Thus, the elements present inside M ′ are of the form ΔSiG

′, where G′ has
at most kr′(c� + 1) children.

Since each |Si| ≤ c� + 1 and G is a node in an occur-k formula, at most k(c� + 1)
children of G′ depend on var(Si).

If G′ is a + gate, then ΔSiG
′ is the sum of the derivatives of at most k(c� +1) of

its children (that depend on var(Si)).
If G′ is a ×� gate computing He1

1 · · ·Het
t (where t ≤ kr′(c� + 1)), then ΔSiG

′ is
a polynomial combination of the Hi’s and {ΔTHj}∅�=T⊆Si

for each Hj depending on

var(Si).
Hence in either case, ΔSiG

′ is a polynomial in at most kr′(c� + 1) + k(c� + 1)×
(2c�+1 − 1) many derivatives (of order at most (c� + 1)) of the children of G′. Sum-
ming across the r′ elements in that row, the number of derivatives used are at most
kr′(c� + 1) + k(c� + 1)(2c�+1 − 1)r′ ≤ kr′(c� + 1)2c�+1. Summing over all r′ rows, the
number of derivatives used is at most kr′2(c� + 1)2c�+1. Further, each VG that was
removed as a common factor in a row is just a product of gates in level (	 + 1), and
are disjoint from the gates whose derivatives constitute M ′ (by Lemma 4.3). Thus, if
r� was an upper bound for r′, then we have that the number of derivatives used is at
most

r�+1 = kr2� (c� + 1)2c�+1

as claimed.

Let C� denote the collection of sets for which we want to construct a faithful map
Ψ� at the 	th level of the recursion. To begin with, C1 = {{T1, . . . , Tk}} and the
collection C�+1 is formed from C� in the following fashion: For any S ∈ C�, consider
a maximal nonsingular minor of J (S), and by Lemma 4.4 this minor can be written

as a product of V
(S)
i ’s where each V

(S)
i is a function of at most r�+1 derivatives of

polynomials computed in level 	+1. Denote the set of derivatives that V
(S)
i depends

on as Elem(V
(S)
i ). Then, C�+1 = {Elem(V

(S)
i ) : S ∈ C�}.

It follows from the above lemma that the groups of gates whose derivatives form
the different Elem(Vi)’s are disjoint and therefore |C�+1| ≤ s. Using Lemmas 2.7 and
4.4, we can lift a map Ψ�+1 to construct Ψ�.

Corollary 4.5. If Ψ�+1 is faithful for C�+1, then

Ψ� : xi �→
⎛
⎝ r�∑

j=1

yj,� · (t�)ij
⎞
⎠+Ψ�+1(xi)

is faithful for C�, where {y1,�, . . . , yr�,�, t�} is a fresh set of variables.
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Unfolding the recursion until we reach the level of the sparse polynomials (at level
(D − 2)), if ΨD−2 is a faithful homomorphism for CD−2, then Ψ1 defined by

(4.1) Ψ1(xi) �→
D−3∑
�=1

⎛
⎝ r�∑

j=1

yj,�t
ij
�

⎞
⎠+ΨD−2(xi)

is faithful for {T1, . . . , Tk}. Hence, we are reduced to the task of constructing a faithful
map for the collection CD−2 which consists of at most s sets of derivatives of s-sparse
polynomials (i.e., consisting of at most s monomials), and each set being of size at
most rD−2. Constructing a faithful homomorphism for a collection of sets of sparse
polynomials can be achieved using standard techniques used in sparse-PIT.

Lemma 4.6. Let C = {W1, . . . ,Ws}, where each Ws is a set of r polynomials
that are n-variate, degree d, and s-sparse. For each 1 ≤ p ≤ O((srnd)4), the map
Ψ(p) : F[x] → F[y1, . . . , yr, t, u] is defined by

Ψ(p) : xi �→
⎛
⎝ r∑

j=1

yjt
ij

⎞
⎠+ u(dr+1)i mod p.

Then one of the maps Ψ(p) (as p varies over the specified range) is faithful for the
collection C.

Proof. For each W ∈ C, any maximal nonzero minor of Jx(W ) is a sparse polyno-
mial with sparsity bounded by sr and degree bounded by dr. Using [KS01], the nonze-

roness of this determinant is maintained by one of the maps Φ(p) : xi �→ u(dr+1)i mod p

as p varies from 1 to O((srnd)4). For such a map Φ(p), Lemma 2.7 asserts that
Ψ(p) : xi �→

∑r
j=1 yjt

ij +Φ(p)(xi) is faithful for C.
With the above lemma and (4.1), we can achieve our goal of constructing a faithful

homomorphism for {T1, . . . , Tk}.
Theorem 4.7. Let T1, . . . , Tk be polynomials computed by depth-D occur-k for-

mulas of size at most s each. Then, a homomorphism that is faithful for {T1, . . . , Tk}
can be constructed in time polynomial in sR, where R = (2k)2D·2D (assuming char(F) =
0 or > sR).

Proof. Unfolding the recursion in Corollary 4.5 and (4.1), it suffices to construct
a map Ψ(p) that is faithful for CD−2 (as defined earlier). Recall that CD−2 is a
collection of s sets of at most rD−2 derivatives of s-sparse polynomials of degree at
most d. Hence, we can apply Lemma 4.6 to this collection CD−2 to get that

Ψ(p)(xi) �→
D−2∑
�=1

⎛
⎝ r�∑

j=1

yj,�t
ij
�

⎞
⎠+ u(sr�+1) mod p.

Using the relation between r�+1 and r� from Lemma 4.4, it is easy to show that

rD−2 ≤ R = (2k)2D·2D and
∑D−2

�=1 r� = O(R).

With the above construction for a faithful homomorphism, we can prove both
Theorem 1.3 and Theorem 1.10.

Theorem 1.3 (restated). A hitting set for any depth-D occur-k formula C(x) =

T1+· · ·+Tk of size s can be constructed in time polynomial in sR, where R = (2k)2D·2D

(assuming char(F) = 0 or > sR).
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Proof. Theorem 4.7 gives a homomorphism Ψ(p) that is faithful for {T1, . . . , Tk}
and reduces the number of variables to O(

∑D−2
�=1 r�) = O(R). By Theorem 2.4, we

have that C = T1 + · · · + Tk = 0 iff Ψ(p)(T1) + · · · + Ψ(p)(Tk) = 0. Since C is a
polydegree circuit of size s, Ψ(p)(C) is a polynomial of degree at most poly(s) in the
O(R) variables. Using the Schwartz–Zippel lemma in [Sch80, Zip79, DL78], we can
construct a hitting set for Φ(D) in time polynomial in sR.

Theorem 1.10 (restated). Let T1, . . . , Tr be n-variate degree d polynomials com-
puted by depth-D occur-k formulas of size s and presented as black boxes. There is

an (sdn)R-time algorithm, where R = r · (2k)2D·2D , to test whether {T1, . . . , Tr} are
algebraically independent, assuming char(F) = 0 or > sR.

Proof. Theorem 4.7 gives a homomorphism Ψ(p) that is faithful for {T1, . . . , Tr}.
Hence it suffices to check whether {Ψ(p)(T1), . . . ,Ψ

(p)(Tr)} are algebraically indepen-
dent or not. Since each Ψ(p)(Ti) is an O(R)-variate polynomial of degree poly(sdn),
they have at most poly((sdn)R) monomials. Using the interpolation algorithms from
[KS01, BOT88], each Ψ(p)(Ti) can be explicitly written down as a sum of monomi-
als from poly((sdn)R) evaluations. Hence, the Jacobian J (Ψ(p)(T1), . . . ,Ψ

(p)(Tr))
can be written down explicitly, and an application of the Schwartz–Zippel lemma in
[Sch80, Zip79, DL78] allows us to check if J (Ψ(p)(T1), . . . ,Ψ

(p)(Tr)) has full rank in
deterministic poly((sdn)R) time.

4.1. Restriction to the case of depth-4.

Theorem 1.4 (restated). A hitting set for any depth-4 occur-k formula of size s

can be constructed in time polynomial in sk
2

(assuming char(F) = 0 or > s4k).

Proof. Let C =
∑k

i=1 Ti be a depth-4 occur-k formula, where Ti =
∏d

j=1 P
eij
ij ,

Pij ’s are sparse polynomials. The discussion at the beginning of this section justifies
the assumption that the top fanin is k. Once again, assumingTr to be a transcendence
basis of T, we need to design a Ψ such that Ψ(Jxr(Tr)) �= 0. Let us count the number
of Pij ’s that depend on the variables xr ; the remaining P

eij
ij ’s can be taken out common

from every row of Jxr(Tr) while computing its determinant—this is the first “taking
common” step. Let ci� be the number of Pij ’s present in Ti that depend on x�. The
total number of sparse polynomials depending on xr is therefore

∑
1≤i,�≤r ci�. From

the condition of occur-k,
∑

i ci� ≤ k and hence
∑

i,� ci� ≤ rk ≤ k2. Let ci :=
∑

j cij
be the number of xr-dependent Pij ’s present in Ti. For an xr-dependent Pij , we can

also take P
eij−1
ij common from the ith row of Jxr (Tr)—call this the second taking

common step. The sparsity of every entry of the ith row of the residual matrix M—
after the two taking common steps—is bounded by cis

ci , where s is the size of C.
Thus, det(M) has sparsity at most r! ·∏r

i=1 cis
ci = sO(k2), which implies that Jxr(Tr)

is a product of at most s+ 1 powers of sparse polynomials, each of whose sparsity is
bounded by sO(k2) and degree bounded by sk. As argued before, use [KS01] along

with Lemma 2.7 to construct a hitting set for C in time sO(k2) (assuming char(F) = 0
or > s4k).

5. Lower bounds for the immanant. For the sake of simplicity, we prove the
lower bounds for Detn—determinant of an n× n matrix M = ((xij))—assuming zero
characteristic. All our arguments apply to Immχ(M) for any character χ and this is
elaborated in section 5.5. The following two lemmas are at the heart of our approach
to proving lower bounds. Let x := {xij : 1 ≤ i, j ≤ n} and T := {T1, . . . , Tm}, where
Ti’s are polynomials in F[x]. We shall defer the proofs of these lemmas to the end of
the section.
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Lemma 5.1. Suppose Detn = C(T1, . . . , Tm), where C is any circuit and let Tr =
{T1, . . . , Tr} be a transcendence basis of T with r < n. Then, there exist a set of r+1

variables xr+1 ⊂ x and an equation
∑r+1

i=1 cifi · Mi = 0 such that Mi’s are distinct
first order principal minors of M , fi’s are distinct r× r minors of Jxr+1(Tr), not all
fi’s are zero, and ci ∈ F∗.

Lemma 5.2. If M1, . . . ,Mt are distinct first order principal minors of M and∑t
i=1 fi ·Mi = 0 (not all fi’s are zero), then the total sparsity of the fi’s is at least

2n/2−t.

5.1. Lower bound on depth-4 occur-k formulas.

Proof of Theorem 1.6. Let C be a depth-4 occur-k formula of size s that computes
Detn. Since Detn is irreducible we can assume a top + gate in C. Then C̃ :=
C(x11+1, x12, . . . , xnn)−C(x) is a depth-4 occur-2k formula of size at most s2+s ≤ 2s2

and top fanin bounded by 2k (similar argument as at the beginning of section 4).
Moreover, C̃ computes the minor ofM with respect to x11 which is essentially Detn−1.
By reusing symbols, assume that C is a depth-4 occur-k formula with top fanin
bounded by k, and C computes Detn.

Let C =
∑k

i=1 Ti = Detn, where Ti =
∏d

j=1 P
eij
ij , Pij ’s are sparse polynomials.

Let Tr be a transcendence basis of T = {T1, . . . , Tk}. By Lemma 5.1, we have an

equation
∑r+1

i=1 cifi · Mi = 0 such that fi’s are distinct r × r minors of Jxr+1(Tr)
for some set of r + 1 variables xr+1. Arguing in the same way as in the proof of
Theorem 1.4 (in section 4.1), we can throw away certain common terms from the

minors fi’s and get another equation
∑r+1

i=1 giMi = 0, where the sparsity of each gi is

sO(k2). If we apply Lemma 5.2 on this equation, we get our desired result.

5.2. Lower bound on circuits generated by ΣΠ polynomials.

Proof of Theorem 1.7. In Lemma 5.1, take the Ti’s to be sparse polynomials with
sparsity bounded by s. Then, in the equation

∑r+1
i=1 cifi ·Mi = 0, each fi has sparsity

at most r! · sr ≤ (rs)r . Finally, by applying Lemma 5.2, we get

(r + 1) · (rs)r ≥ 2n/2−r =⇒ s = 2Ω(n/r)

to obtain the desired lower bound.

5.3. Lower bound on circuits generated by ΠΣ polynomials.

Proof of Theorem 1.8. Let T = {T1, . . . , Tm} be products of linear polynomials
such that C(T1, . . . , Tm) = Detn with Tk = {T1, . . . , Tk} being a transcendence basis
(we choose to denote the transcendence degree by k to be consistent with section 3).

By Lemma 5.1, we get
∑k+1

i=1 cifiMi = 0, where the fi’s are k×k minors of Jxk+1
(Tk)

and without loss of generality f1 �= 0.
The coefficient of eachMi in this equation is a k×k minor of J (T1, . . . , Tk). By ex-

panding each such minor using Fact 3.1, we get that the above equation
∑k+1

i=1 cifiMi

= 0 can be expressed as

H0 := T ·
∑
L

αL(Mk+1)

	1 · · · 	k = 0,

where each αL(Mk+1) :=
∑k+1

i=1 αL,iMi is an F-linear combination of the distinct
minors Mk+1 := {M1, . . . ,Mk+1}. Observe that H0 is a sum of products of linear
polynomials, with “coefficients” being F-linear combinations of Mk+1. And since
f1 �= 0, the coefficient of M1 in H0 is a nonzero depth-3 circuit.
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The idea is to apply a similar treatment as in section 3 to evolve H0. The
invariant that shall be maintained is that the coefficient of M1 (modulo some linear
polynomials), which is a depth-3 circuit, would stay nonzero. This would finally
yield a nontrivial linear combination αL(Mk+1) = 0 mod �k (where �k is a set of k
independent linear polynomials), whence we can apply the following lemma (whose
proof shall be deferred to the end of the section as well).

Lemma 5.3. If M1, . . . ,Mt are distinct first order principal minors of M and∑t
i=1 αiMi = 0 mod �k (not all αi = 0) for independent linear polynomials �k, then

t+ k ≥ n.

Formally, define the content of H = T
∑

L αL(Mk+1)/	1 · · · 	k as cont(H) :=
gcdL{T/	1 · · · 	k}, and also define sim(H) := H/cont(H). Therefore,

sim(H0) = F0

∑
L

αL(Mk+1)

	1 · · · 	k = 0,

where F0 is the product of all distinct linear polynomials appearing in the denomina-
tor.

The coefficient of M1 in the above expression is F0

∑
L αL,1/	1 · · · 	k, which by

assumption is a nonzero depth-3 circuit of degree at most |L(H0)| − k. Therefore by
Chinese remaindering, ∃	1 ∈ L(H0) such that this coefficient remains nonzero modulo
	1. Hence, we can define H1 := sim(H0) mod 	1 which has the form

H1 =
F0

	1
·
∑
L
�1

αL(Mr+1)

	2 · · · 	k = 0 mod 	1.

Thus, we may write H1 = F1

∑
L αL(Mk+1 mod 	1)/	2 · · · 	k = 0, and the choice of

	1 maintains the invariant that the coefficient of (M1 mod 	1) is nonzero.
The above argument can be repeated inductively. In general, we have Hi =

sim(Hi−1) mod 	i for a similar choice of 	i via Chinese remaindering, and Hi has the
form

Hi = Fi

∑
L

αL(Mk+1 mod �i)

	i+1 · · · 	k = 0

with the coefficient of M1 mod 	1, . . . , 	i continuing to remain nonzero. Eventually,
we obtain Hk := Fk · αL(Mk+1 mod �k) = 0 while the coefficient of M1 mod �k
is nonzero. This implies that αL(Mk+1) = 0 mod �k is a nontrivial equation, and
Lemma 5.3 asserts that this is not possible unless 2k + 1 ≥ n or k ≥ (n− 1)/2.

5.4. Proofs of the technical lemmas.

Lemma 5.1 (restated). Suppose Detn = C(T1, . . . , Tm), where C is any circuit
and let Tr = {T1, . . . , Tr} be a transcendence basis of T with r < n. Then, there

exist a set of r + 1 variables xr+1 ⊂ x and an equation
∑r+1

i=1 cifi ·Mi = 0 such that
Mi’s are distinct first order principal minors of M , fi’s are distinct r × r minors of
Jxr+1(Tr), not all fi’s are zero, and ci ∈ F∗.

Proof. In a column of a Jacobian matrix Jx(·), all the entries are differentiated
with respect to a variable x, we will say that the column is indexed by x. Let Tr =
{T1, . . . , Tr} be a transcendence basis of T. Amongst the nonzero r × r minors of
Jx(Tr) (they exist by Jacobian criterion), pick one (call the matrix associated with
the minor, N) that maximizes the number of diagonal variables {xii : 1 ≤ i ≤ n}
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indexing the columns of N . Let S denote the set of variables indexing the columns of
N . Since r < n, there exists a diagonal variable xjj /∈ S. Consider the (r+1)×(r+1)
minor of Jx({Detn}∪Tr) corresponding to the columns indexed by S′ := S∪{xjj}—
call the associated (r + 1)× (r + 1) matrix Ñ . Since, Detn = C(T), the polynomials
Detn and T1, . . . , Tr are algebraically dependent and hence det(Ñ) = 0. Expanding
det(Ñ) along the first row of Ñ , which contains signed first order minors (cofactors)

of M , we have an equation
∑r+1

i=1 cifiMi = 0, where Mi’s are distinct minors of M ,
fi’s are distinct r × r minors of JS′(Tr), and ci ∈ F∗. If Mi is the principal minor of
M with respect to the variable xjj , then fi = det(N) �= 0 (by construction).

It suffices to show that if Mi is a nonprincipal minor of M , then fi = 0. Consider
any nonprincipal minor Mi in the above sum, say it is the minor of M with respect
to xk�. The corresponding fi is precisely the r × r minor of JS′(Tr) with respect to
the columns S′ \ {xk�} = (S \ {xk�}) ∪ {xjj}. Hence, by the maximality assumption
on the number of diagonal elements of M in S, fi = 0.

Lemma 5.2 (restated). If M1, . . . ,Mt are distinct first order principal minors
of M and

∑t
i=1 fi ·Mi = 0 (not all fi’s are zero), then the total sparsity of the fi’s is

at least 2n/2−t.

Proof. The proof is by contradiction. The idea is to start with the equation∑t
i=1 fiMi = 0 and apply two steps—sparsity reduction and fanin reduction. We

shall apply these two steps alternately until we arrive at an equation fj · Mj = 0,
where neither fj nor Mj is zero. We shall show that this would always be possible if
the total sparsity of the fi’s is less than 2n/2−t.

With an equation of the form
∑τ

i=1 giNi = 0, we associate four parameters τ, S,
η, and c. These parameters are as follows: τ is called the fanin of the equation, S is
the total sparsity of the gi’s (we always assume that not all the gi’s are zero), every
Ni is a distinct first order principal minor of a symbolic η × η matrix N = (xij), and
c is the maximum number of entries of N that are set as constants. To begin with,
gi = fi and Ni = Mi for all 1 ≤ i ≤ t, so τ = t, S = s (the total sparsity of the fi’s),
η = n, N = M , and c = 0. In the “sparsity reduction” step, we start with an equation∑τ

i=1 giNi = 0, with parameters τ, S, η, c and arrive at an equation
∑τ ′

i=1 g
′
iN

′
i = 0

with parameters τ ′, S′, η′, c′ such that τ ′ ≤ τ , S′ ≤ S/2, η − 1 ≤ η′ ≤ η, and
c′ ≤ c + 1. In the “fanin reduction” step, we start with an equation

∑τ
i=1 giNi = 0,

with parameters τ, S, η, c and arrive at an equation
∑τ ′

i=1 g
′
iN

′
i = 0 with parameters

τ ′, S′, η′, c′ such that one of the two cases happens—Case 1: τ ′ ≤ τ − 1, S′ ≤ S,
η′ = η − 1, and c′ = c; Case 2: τ ′ = 1, S′ ≤ S, η′ = η, and c′ ≤ c+ τ .

Naturally, starting with
∑t

i=1 fiMi = 0, the sparsity reduction step can only be
performed at most log s many times (since the total sparsity of the gi’s reduces by at
least a factor of half every time this step is executed), whereas the fanin reduction step
can be performed at most t−1 times (as the fanin goes down by at least one for every
such step). Finally, when this process of alternating steps ends, we have an equation
of the form gi ·Ni = 0 (Case 2 of the fanin reduction step), where gi �= 0 and Ni is a
principal minor of a symbolic matrixN of dimension at least n−(log s+t−1) such that
at most (log s+t) entries of N are set as constants. Now, if log s+t ≤ n−(log s+t) the
Ni can never be zero (by Fact 5.8) and hence we arrive at a contradiction. Therefore,
s > 2n/2−t. Now, we give the details of the sparsity reduction and the fanin reduction
steps.

Suppose, we have an equation
∑τ

i=1 giNi = 0 as mentioned above. We may
assume that no variable x divides all the gi’s as we can divide the above equation by
x if that were the case. Without loss of generality, assume that the minor Ni is the
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minor of N with respect to the ith diagonal element of N . Call all the variables xij in
N with both i, j > τ as the white variables. These are the variables that are present
in every minor Ni in the sum

∑τ
i=1 giNi. The variables xij , where both i, j ≤ τ are

called the black variables, and the remaining are the gray variables. By assumption,
c of the variables in N are set as constants.

Claim 5.4 (sparsity reduction). Suppose we have an equation
∑τ

i=1 giNi = 0,
where each Ni is a minor of a symbolic η × η matrix with at most c variables set to
constants and the sum of the sparsities of the gi’s is s > 1. If one of the gi’s depends
on a white variable, then we can derive an equation of the form

τ ′∑
i=1

g′iN
′
i = 0,

where τ ′ ≤ τ , each N ′
i is a minor of an η′ × η′ matrix for η− 1 ≤ η′ ≤ η with at most

c′ ≤ c+1 variables set to constants. Furthermore, the sum of the sparsities of the g′is
is at most s/2.

Proof of Claim 5.4. Say x is a white variable that one of the gi’s depends on.
Writing each gi as a polynomial in x. Note that x cannot divide all the gi’s.

Each of the gi’s and Ni’s can be expressed as, gi = gi,0 + x · gi,1 + · · ·+ xh · gi,h
and Ni = Ni,0 + x ·Ni,1, where gi,j ’s and Ni,j ’s are x-free. This is possible as x is a
white variable and it occurs in every Ni.

Looking at the coefficients of x0 and xh+1 in the equation yields
∑τ

i=1 gi,0·Ni,0 = 0
and

∑τ
i=1 gi,h ·Ni,1 = 0. Note that Ni,0’s can be thought of as principal minors of the

η×η matrix N ′ obtained by setting x = 0 in N . And each of the Ni,1’s can be thought
of as minors of the (η − 1) × (η − 1) matrix N ′ which is the matrix associated with
the minor of N with respect to x. Since the monomials in gi,0 and xhgi,h are disjoint,
either the total sparsity of the gi,0’s or the total sparsity of the gi,h’s is ≤ S/2. Thus,
one of the equations

∑τ
i=1 gi,0 ·Ni,0 = 0 or

∑τ
i=1 gi,h ·Ni,1 = 0 yields an equation of

the form
∑τ ′

i=1 g
′
iN

′
i = 0 with parameters τ ′, S′, η′, c′ as claimed before. (In case, we

choose
∑τ

i=1 gi,h ·Ni,1 = 0 as our next equation, we also set the variables in the same
columns and rows of x to constants in such a way that a gi,h stays nonzero. This is
certainly possible over a characteristic zero field [Sch80, Zip79, DL78].)

The sparsity reduction step is performed whenever the starting equation
∑τ

i=1 giNi

= 0 has a white variable among the gi’s. When all the gi’s are free of white variables,
we perform the fanin reduction step.

Claim 5.5 (fanin reduction). Suppose we have an equation
∑τ

i=1 giNi = 0,
where each Ni is a minor of a symbolic η × η matrix with at most c variables set to
constants and the sum of the sparsities of the gi’s is s > 1. If none of the gi’s depend
on a white variable, then we can derive an equation of one of the two forms:

• g′ ·N ′ = 0 for some minor N ′ of an η× η symbolic matrix with at most c+ τ
entries set to constants and g′ �= 0;

• ∑τ ′

i=1 g
′
iN

′
i = 0, where τ ′ ≤ τ − 1, each N ′

i is a minor of an η′ × η′ matrix
for η − 1 ≤ η′ ≤ η with at most c′ ≤ c+ 1 variables set to constants, and the
sum of sparsities of g′is bounded by s.

Proof of Claim 5.5. When we perform this step, all the gi’s consist of black and
gray variables. Pick a row R from N barring the first τ rows. Let y1, . . . , yτ be
the gray variables occurring in R (these are, respectively, the variables in the first τ
columns of R). We shall first do some preprocessing to ensure that some gi is nonzero
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when y2 = y3 = · · · = yτ = 0. This may not always be true, but we shall slightly
modify the equation to enforce this property.

Starting with y2, divide the equation
∑τ

i=1 giNi = 0 by the largest power of y2
common across all monomials in the gi’s, and then set y2 = 0. With some abuse in
notation, let us call the residual equation also

∑τ
i=1 giNi. This process lets us assume

that there exists at least one gi which is not zero at y2 = 0. On the residual equation,
repeat the same process with y3 and then with y4 and so on till yτ . Thus, in the
residual equation (again, abusing notation and using the same symbols),

∑τ
i=1 giNi =

0 there is at least one gi that is not zero when y2, . . . , yτ are set to zero.
Suppose that exactly one gi stays nonzero under the projection y2 = · · · = yτ = 0,

then (giNi)(y2=···=yτ=0) = 0. This is the first form of the derived equation as claimed.
Now, assume that there are at least two gi’s (say g1 and g2) that are nonzero un-

der the projection y2 = · · · = yτ = 0. Set all the remaining variables of row R to zero
except y1—these are the white variables in R. Since the gi’s are free of white variables
(or else, we would have performed the sparsity reduction step), none of the gi’s are
effected by this projection. However, N1 being a minor with respect to the first diag-
onal element of N , vanishes completely after the projection. Any other Ni takes the
form y1 ·N ′

i , where N
′
i is a principal minor of an (η−1)×(η−1) matrix N ′ which is the

matrix associated with the minor of N with respect to y1. Therefore, after the pro-
jection, the equation

∑τ
i=1 giNi = 0 becomes

∑τ
i=2 g̃i · y1N ′

i = 0 ⇒∑τ
i=2 g̃i ·N ′

i = 0,
where g̃i is the image of gi under the above-mentioned projection and further g̃2 �= 0.
The g̃i’s might still contain variables from the first column of N . So, as a final step,
set these variables to values so that a nonzero g̃i remains nonzero after this projection
(the [Sch80, Zip79, DL78] lemma asserts that such values exist in plenty). This gives
us the desired form

∑τ ′

i=1 g
′
iN

′
i = 0 with parameters τ ′, S′, η′, c′ as claimed.

These two claims together complete the proof of the lemma.

Lemma 5.3 (restated). If M1, . . . ,Mt are distinct first order principal minors
of M and

∑t
i=1 αiMi = 0 mod �k (not all αi = 0) for independent linear polynomials

�k, then t+ k ≥ n.

Proof. Assume that t+k < n (with t ≥ 1 it means k ≤ n− 2) and αiMi = 0 mod
�k. Recall that reducing an expression modulo 	 = c1x1 +

∑
i>1 cixi (with c1 �= 0) is

equivalent to replacing x1 by
∑

i>1(−ci/c1)xi. Hence, as 	1, . . . , 	k are independent

linear polynomials, the equation may be rewritten as
∑t

i=1 αiM
′
i = 0, where the

(M ′
i)s are minors of the matrix M ′ obtained by replacing k entries (x1, . . . , xk) of

M by linear polynomials in other variables. We shall call these entries as corrupted
entries. Without loss of generality, we shall assume thatM ′

i is the minor corresponding
to the ith diagonal variable and that all the αi’s are nonzero.

Claim 5.6. Each of the first t rows and columns of M must have a corrupted
entry.

Proof of Claim 5.6. Suppose the first row (without loss of generality) is free of
any corrupted entry. Then, setting the entire row to zero would make all M ′

i = 0 for
i �= 1. But since

∑
αiM

′
i = 0, this forces M ′

1 to become zero under the projection
as well. This leads to a contradiction as M ′

1 is a determinant of an (n− 1)× (n− 1)
symbolic matrix under a projection, and this cannot be zero unless k ≥ n−1 (by Fact
5.8).

Since n− k > t, there must exist a set of t− 1 rows (actually we would have t+1
such rows, but t − 1 would suffice), say {Ri1 , . . . , Rit−1}, of M that are free of any
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corrupted entries. Note that by the claim above, none of these rows are the first t
rows of M .

For each of these rows, set the jth variable of row Rij to 1, and every other
variable in R1, . . . , Rt−1 to zero. That is, among the rows Ri1 , . . . , Rit−1 , the only
nonzero entries are {xi1,1, xi2,2, . . . , xit−1,t−1}. This projections make M ′

i = 0 for all

i �= t (as in these minors an entire row vanishes). And since we had
∑t

i=1 αiM
′
i = 0

to begin with, this forces M ′
t to become zero under this projection as well.

But let us take a moment to see what M ′
t reduces to under this projection. The

minor M ′
t just reduces (up to a sign) to the minor obtained from M ′ by removing

the columns {1, . . . , t} and rows {Ri1 , . . . , Rit−1} ∪ {t}. This is a determinant of an
(n − t) × (n − t) symbolic matrix, containing at most k − t corrupted entries, thus
k − t ≥ n − t (by Fact 5.8). But then k ≥ n, which contradicts our initial assump-
tion.

5.5. Extensions to immanants. All the lower bound proofs use some very
basic properties of Detn. These properties are general enough that they apply to any
immanant. For any map χ : Sn → C×, recall the definition of the immanant of an
n× n matrix M = (xij):

Immχ(M) =
∑
σ∈Sn

χ(σ)

n∏
i=1

xi,σ(i).

From the image of the map χ it is obvious that χ(σ) �= 0 for any σ ∈ Sn.

Definition 5.7. The minor of Immχ(M) with respect to the (i, j)th entry is de-
fined as

(Immχ(M))i,j =
∑
σ∈Sn

σ(i)=j

χ(σ)
∏
k �=i

xk,σ(k).

This may also be rewritten as Immχ′(Mij) for a suitable map χ′ : Sn−1 → C×,
where Mij is the submatrix of M after removing the ith row and jth column. From
the definition, it follows directly that the partial derivative of Immχ(M) with respect
to xij is precisely the minor with respect to (i, j).

The only crucial fact of determinants that is used in all the proofs is that a
symbolic n×n determinant cannot be zero when less than n of its entries are altered.

Fact 5.8. Let M ′ be the matrix obtained by setting c < n entries of M to arbitrary
polynomials in F[x]. Then for any map χ : Sn → C×, we have Immχ(M

′) �= 0.

Proof. We shall say an entry of M ′ is corrupted if it is one of the c entries of M
that has been replaced by a polynomial. We shall prove this by carefully rearranging
the rows and columns so that all the corrupted entries are above the diagonal. Then,
since all entries below the diagonal are free, we may set all of them to zero and the
immanant reduces to a single nonzero monomial.

Since less than n entries ofM ′ have been altered, there exists a column that is free
of any corrupted entries. By relabeling the columns if necessary, let the first column
be free of any corrupted entry. Pick any row R that contains a corruption and relabel
the rows to make this the first row. This ensures that the first column is free of any
corrupted entry, and the (n − 1) × (n − 1) matrix defined by rows and columns, 2
through n, contain less than c − 1 corruptions. By induction, the c − 1 corruptions
may be moved above the diagonal by suitable row/column relabeling. And since the
first column is untouched during the process, we now have all c corruptions above the
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diagonal. Now setting all entries below the diagonal to zeroes reduces the immanant
to a single nonzero monomial.

With this fact, all our lower bound proofs of the determinant can be rewritten
for any immanant.

6. Conditional lower bounds for depth-D occur-k formulas. In this sec-
tion, we present a lower bound for depth-D occur-k formulas similar in spirit to
Theorem 1.6 by assuming the following conjecture about determinant minors.

Conjecture 6.1. Let M = (xij) be an n × n matrix, and let xi denote the ith
diagonal variable xii. Let M

′ be a projection of M by setting c = o(n) of the variables
in M to constants. Suppose the elements x1, . . . , xk, where k is a constant independent
of n, are partitioned into nonempty sets S1, . . . , St. Consider M(St), the set of tth
order principal minors of M ′, each by choosing a t-tuple B ∈ S1 × · · · × St as pivots.
Over all possible choices of B, we get m := |S1| · · · |St| many minors. Then for any
set of diagonal variables ym disjoint from xk, Jym (M(St)) �= 0.

The conjecture roughly states that the different tth order principal minors are al-
gebraically independent. We will need a generalization of Lemma 5.1 for the purposes
of this section.

Lemma 6.2. Let {f1, . . . , fs, g1, . . . , gt} be algebraically dependent polynomials such
that trdeg {gt} = t. Let Γ ⊆ x be a fixed set of variables of size at least s + t. Then
there exists a set of s+ t variables xs+t ⊂ x and an equation of the form

r∑
i=1

ci · Fi ·Gi = 0, where r ≤
(
s+ t

t

)

such that each ci ∈ F∗, each Fi is a distinct s× s minor of Jxs+t∩Γ(fs), each Gi is a
distinct t× t minor of Jxs+t(gt), and not all Gi’s are zero.

Note that we are not asserting the nonzeroness of Fi’s. Also, Lemma 5.1 may be
obtained from the above lemma by taking f1 = Detn, s = 1, and Γ to be the set of
diagonal variables.

Proof. The proof is along the lines of Lemma 5.1. Amongst the nonzero t ×
t minors of Jx(gt), pick one (call the matrix associated with the minor, N) that
maximizes the number of variables in Γ indexing the columns of N . Without loss of
generality, let xt = {x1, . . . , xt} be the set of variables indexing the columns of N .
Since |Γ| ≥ s + t, there exist s other variables in Γ, say {x1+t, . . . , xs+t}. Consider
the (s + t) × (s + t) minor of Jx(fs ∪ gt) corresponding to the columns indexed by
xs+t—call the associated (s+ t)× (s+ t) matrix Ñ .

Since fs,gt are algebraically dependent, det(Ñ) = 0. Expanding det(Ñ) over all
possible s× s minors in the first s rows, we have an equation∑

U⊆xs+t,|U|=s

ci · FU ·GU = 0,

where each FU is an s× s minor of Jxs+t(fs) with respect to the variables in U , and

each GU the t × t minor of Jxs+t(gt) corresponding to U , and ci ∈ F∗. If GU is
the minor with respect to variables xt, then GU = det(N) �= 0 (by construction). It
suffices to show that if FU is a minor indexed by variables outside Γ, then GU = 0.
This follows, just like in Lemma 5.1, by the maximality assumption on choice of xt

which we elaborate on now.
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Consider some set U ⊂ xs+t that contains some xi /∈ Γ. Then, U contains at
least one more element of Γ than xt. Hence, by the choice of xt, we must have that
the Jacobian of gt with respect to U is singular, i.e., GU = 0.

The rest of this section shall be devoted to the proof of the following theorem.

Theorem 6.3. Assuming Conjecture 6.1, any depth-D occur-k formula that com-
putes Detn must have size s = 2Ω(n) over any field of characteristic zero.

Proof idea. The proof proceeds on the same lines as Theorem 1.6. If T1, . . . , Tk

is a transcendence basis of gates at level 2 computing the determinant, then
Jx(Detn, T1, . . . , Tk) is a matrix of rank k. This yields a nontrivial equation of the

form
∑

N
(1)
i ·G(1)

i = 0 where each of the N
(1)
i ’s are principal minors of M = (xij) and

G
(1)
i ’s are k × k minors of Jx(T1, . . . , Tk). Here is where we may use Lemma 4.4 to

remove common factors and obtain an equation of the form
∑

N
(1)
i · G̃i

(1)
= 0, where

G̃i
(1)

is a polynomial of constantly many derivatives of polynomials computed at the
next level. The above equation may be thought of as a polynomial relation amongst

{N (1)
i } ∪ {Elem(G̃i

(1)
)}. Applying Lemma 6.2 (with a suitable choice of S2), we get

an equation of the form
∑

N
(2)
i ·G(2)

i = 0, where each N
(2)
i is a minor of JS2({N (1)

i }),
and the G

(2)
i s are Jacobians minors of

⋃
Elem(G̃i

(1)
). Again after removing common

factors, this equation may be interpreted as a polynomial relation amongst the entries

of N
(2)
i (which are minors of order 2) and Elem(G̃i

(2)
).

Repeating this argument, we finally reach the level of sparse polynomials and

thus obtain a nontrivial equation
∑

N
(D−2)
i · G̃i

(D−2)
= 0, where each N

(D−2)
i is a

Jacobian minor of (D − 3)-order minors, and each G̃i
(D−2)

is a sparse polynomial.
With a slightly more careful choice of the sets Si in Lemma 6.2, each of the minors

N
(D−2)
i would be a minor of JSD−2(M(S1, . . . , SD−3)). Assuming Conjecture 6.1, we

can show that such an equation is not possible unless the sparsity of the fi’s is large,
using a similar argument as in Lemma 5.2.

Lemma 6.4. Suppose Detn is computed by a depth-D occur-k formula of size s.
Then there exist variables x1, . . . , xR, where R = R(k,D), a partition of xR into non-
empty sets S1, . . . , SD′ , (D′ ≤ (D − 2)) polynomials f1, . . . , fm (not all zero), where
m = |M(SD)|O(R) and each fi has sparsity at most sR, such that

m∑
i=1

fi ·Ni = 0,

where each Ni is a minor of Jx(M(SD′)) indexed by diagonal variables.

Proof. To begin with, suppose Detn = C(T1, . . . , Tm), where T1, . . . , Tm are poly-
nomials computed at the first level. So Lemma 5.1 gives a starting equation, though
we do not really have a sparsity bound on the fi’s. The proof shall proceed by trans-
forming this equation into another, involving lower level polynomials, till we get a
sparsity bound.

In a general step, we would have an equation of the form

C�(M(S1, . . . , S�−1), T
(�)
1 , . . . , T (�)

r�
) = 0,

where each T
(�)
i , is a derivative (of order at most 	) of a polynomial computed at

level 	 of the circuit. Without loss of generality, we may assume that {T (�)
1 , . . . , T

(�)
r� }
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are algebraically independent. Let m� := |S1| · · · |S�−1|. Choose a set of diagonal
elements S� of size |M(S1, . . . , S�−1)|+r� that is disjoint from S1, . . . , S�−1. Applying
Lemma 6.2 with Γ = S�, we get an equation of the form∑

i

c
(�)
i N

(�)
i ·G(�)

i = 0,

where N
(�)
i is an m�×m� minor of JS�

(M(S�−1)) indexed by diagonal variables, each

G
(�)
i is an r� × r� minor of JS�

(T
(�)
r� ). Consider the matrix JS�

(T
(�)
r� ) restricted to

the columns appearing in some G
(�)
i . Applying Lemma 4.4 on this matrix, we can

write each G
(�)
i = V� · G̃i

(�)
, where each G̃i

(�)
is a polynomial function of at most

r�+1 := (	 + 1)2�+1 · k(r� +m�)r� many derivatives of polynomials computed at level
	+ 1, and V� is the part that comes out common from the rows of the Jacobian after
applying the gcd trick of Lemma 4.3. Thus,

V� ·
∑
i

c
(�)
i N

(�)
i · G̃i

(�)
= 0.

Note that V� cannot be zero as at least one G
(�)
i was guaranteed to be nonzero by

Lemma 6.2. Therefore,
∑

i c
(�)
i N

(�)
i · G̃i

(�)
= 0. Since each G̃i

(�)
is a polynomial

function of r�+1 derivatives at the next level, we now have

C�+1(M(S1, . . . , S�), T
(�+1)
1 , . . . , T (�+1)

r�+1
) = 0.

Unfolding this recursion, we finally reach the level of sparse polynomials, at which
point we have an equation of the form

∑
i

c
(D−2)
i N

(D−2)
i · G̃i

(D−2)
= 0

and each G̃i
(D−2)

is an rD−2 × rD−2 Jacobian minor of sparse polynomials. Hence,

each G̃i
(D−2)

is itself a polynomial of sparsity bounded by srD−2 as claimed.

We now have to show that an equation of the form
∑

fi ·Ni = 0 is not possible
unless one of the fi’s has exponential sparsity. The above lemma guarantees that at
least one of the fi’s is nonzero in this equation, but it could be the case that some
of the Ni’s are zero. This was not the case in the depth-4 lower bound as each Ni

was just a determinant minor. However, in this case they are Jacobians of minors.
Conjecture 6.1 asserts that the Ni’s are nonzero, even if “few” variables are set to
zero. This assumption is enough to get the required lower bound.

Lemma 6.5. Let |M(S1, . . . , SD)| =: m be a constant and let {Ni}i≤t be distinct
m × m minors of Jx(M(SD)), where the columns of Ni are indexed by a set Ti of

diagonal variables of M disjoint from
⋃D

j=1 Sj. Suppose f1, . . . , ft are polynomials

such that
∑t

i=1 fi ·Ni = 0 (not all fi’s are zero). Then, assuming Conjecture 6.1 is
true, the total sparsity of the fi’s is 2Ω(n).

Proof. The proof is along lines similar to the proof of Lemma 5.2 and shall pro-
ceed by a similar series of sparsity reduction and fanin reduction steps to arrive at a
contradiction. Throughout the proof, Conjecture 6.1 shall assert that the Ni’s stay
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nonzero (even when few variables are set to constants). We briefly describe the spar-
sity reduction and the fanin reduction steps and the rest of the proof would follow in
essentially an identical fashion to the proof of Lemma 5.2.

Without loss of generality, assume that {x1, . . . , xr} is the union of the sets Si’s
and Ti’s. Let N refer to the matrix of indeterminates that the Ni’s are derived from.
In our case, N would be obtained by (possibly) setting a few variables to constants in
M = (xij). We’ll refer to all the variables xij , where both i, j > r as white variables;
these are present in every entry of each Ni. The variables xij where both i, j ≤ r shall
be called black variables, and the rest called gray variables. Here again, the sparsity
reduction step shall be applied whenever one of the fi’s depends on a white variable,
otherwise the fanin reduction steps shall be applied.

Sparsity reduction step. Suppose one of the fi’s depends on a white variable x.
Then each Ni can be written as Ni = Ni,0+ · · ·+xmNi,m, and fi = fi,0+ · · ·+fi,hx

h.
One of the two equations corresponding to the coefficient of x0 and xh+m yields
a similar equation with sparsity reduced by a factor of 1/2. Observe that Ni,0 is
just Ni |x=0, and hence the polynomials {Ni,0} may be thought of as corresponding
Jacobian minors of N ′ obtained by setting x = 0 in N ′. Also, Ni,m is obtained by
replacing every entry of the matrix corresponding to Ni by its minor with respect to x.
And hence, Ni,m can be thought of as a corresponding Jacobian minor of Nx obtained
by taking the minor of N with respect to x. Thus the two equations corresponding
to the coefficient of x0 and xh+m are indeed of the same form as

∑
fiNi = 0. (In

the case of the coefficient of xh+m, we need to set other variables in the row/column
containing x as in the proof of Lemma 5.2.)

Fanin reduction step. Without loss of generality, let x1 ∈ T1 \ T2. Pick a row R
of N barring the first r rows, and let y1, . . . , yr be the gray variables in R (where y1
is in the same column as x1). By a similar process as in the proof of Lemma 5.2, we
can assume that at least one fi is nonzero when y2, . . . , yr are set to zero.

If one of the fi’s becomes zero when y2, . . . , yr = 0, then pick any white variable
y in row R and set every variable in row R to zero besides y. This would ensure
that the fanin of the equation reduces and each Ni is now ym ·N ′

i . Each N ′
i may be

thought of as being obtained from Ny, the minor of N with respect to y. The other
variables in the column of y can be set to values to ensure that the fi’s stay nonzero
to obtain an equation of the form

∑
f ′
iN

′
i = 0 of the reduced fanin.

If none of the fi’s becomes zero when y2, . . . , yr = 0, then set every variable in row
R other than y1 to zero. This ensures an entire column of the matrix corresponding
to N1 becomes zero (as x1 indexes one of the columns of N1), and hence N1 becomes
zero. On the other hand, N2 remains nonzero and each surviving Ni can be written
as ym1 · N ′

i , where N ′
i is the corresponding Jacobian minor of Ny1 . Again, the other

variables in the column of y1 can be set to values to ensure that fi’s stay nonzero and
we obtain an equation

∑
f ′
iN

′
i = 0 of the reduced fanin.

As in the proof of Lemma 5.2, we eventually obtain an equation of the form
f1N1 = 0, where f1 �= 0 thus implying thatN1 = 0. The number of variables that have
been set to constants is bounded by t+logS, where S is the initial total sparsity of the
fi’s, and N1 is a Jacobian minor of a symbolic matrix of dimension n− (log S+ t−1).
Conjecture 6.1 asserts that N1 would be nonzero unless logS+t = Ω(n−(logS+t−1))
or S = 2Ω(n).

That concludes the proof of Theorem 6.3 as well.

7. Conclusion. Spurred by the success of the Jacobian in solving the hitting-set
problem for constant-trdeg depth-3 circuits and constant-occur constant-depth formu-
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las, one is naturally inspired to investigate the strength of this approach against other
“constant parameter” models—the foremost of which is constant top fanin depth-4
circuits (PIT even for fanin 2?).

Another problem, which is closely related to hitting sets and lower bounds, is
reconstruction of arithmetic circuits [SY10, Chapter 5]. There is a quasi-polynomial
time reconstruction algorithm [KS09a], for a polynomial computed by a depth-3 con-
stant top fanin circuit, that outputs a depth-3 circuit with quasi-polynomial top fanin.
Could the Jacobian be used as an effective tool to solve reconstruction problems? If
yes, then it would further reinforce the versatility of this tool.

Acknowledgments. We would like to thank the anonymous reviewers for several
useful suggestions that have helped us improve the presentation of the paper. This
work was done when MA, RS, and NS visited the Max-Planck Institute for Informatics
(Saarbrücken) and would like to thank the institute for its generous hospitality.

REFERENCES

[Agr05] M. Agrawal, Proving Lower Bounds Via Pseudo-random Generators, in FSTTCS,
Springer, Berlin, 2005, pp. 92–105.

[AKS04] M. Agrawal, N. Kayal, and N. Saxena, Primes is in P, Ann. of Math. (2), 160
(2004), pp. 781–793.

[ALM+98] S. Arora, C. Lund, R. Motwani, M. Sudan, and M. Szegedy, Proof verification
and the hardness of approximation problems, J. ACM, 45 (1998), pp. 501–555.

[ASS13] M. Agrawal, C. Saha, and N. Saxena, Quasi-polynomial hitting-set for set-depth-Δ
formulas, in STOC, ACM, New York, 2013, pp. 321–330.

[ASSS12] M. Agrawal, C. Saha, R. Saptharishi, and N. Saxena, Jacobian hits circuits:
Hitting-sets, lower bounds for depth-d occur-k formulas and depth-3 transcendence
degree-k circuits, in STOC, ACM, New York, 2012, pp. 599–614.

[AV08] M. Agrawal and V. Vinay, Arithmetic circuits: A chasm at depth four, in FOCS,
IEEE, Piscataway, NJ, 2008, pp. 67–75.

[AvM10] S. Aaronson and D. van Melkebeek, A Note on Circuit Lower Bounds from De-
randomization, Electronic Colloquium on Computational Complexity, TR10-105,
2010, p. 105.

[AvMV11] M. Anderson, D. van Melkebeek, and I. Volkovich, Derandomizing polynomial
identity testing for multilinear constant-read formulae, in IEEE Conference on
Computational Complexity, IEEE, Piscataway, NJ, 2011, pp. 273–282.

[BMS11] M. Beecken, J. Mittmann, and N. Saxena, Algebraic independence and blackbox
identity testing, in ICALP, IEEE, Piscataway, NJ, 2011, pp. 134–148.

[BMS13] M. Beecken, J. Mittmann, and N. Saxena, Algebraic independence and blackbox
identity testing, Inform. and Comput., 222 (2013), pp. 2–19.

[BOT88] M. Ben-Or and P. Tiwari, A deterministic algorithm for sparse multivariate poly-
nominal interpolation, in 20th Annual STOC, ACM, New York, 1988, pp. 301–309.

[CDGK91] M. Clausen, A. W. M. Dress, J. Grabmeier, and M. Karpinski, On zero-testing
and interpolation of k-sparse multivariate polynomials over finite fields, Theoret.
Comput. Sci., 84 (1991), pp. 151–164.

[CKW11] X. Chen, N. Kayal, and A. Wigderson, Partial derivatives in arithmetic complexity
(and beyond), Found. Trends Theor. Comput. Sci., 6 (2011), pp. 1–138.

[DL78] R. A. DeMillo and R. J. Lipton, A probabilistic remark on algebraic program testing,
Inform. Process. Lett., 7 (1978), pp. 193–195.

[DS05] Z. Dvir and A. Shpilka, Locally decodable codes with 2 queries and polynomial identity
testing for depth 3 circuits, in STOC, ACM, New York, 2005, pp. 592–601.

[FS13] M. A. Forbes and A. Shpilka, Quasipolynomial-time identity testing of non-
commutative and read-once oblivious algebraic branching programs, in 54th An-
nual IEEE Symposium on Foundations of Computer Science, FOCS 2013, IEEE,
Piscataway, NJ, 2013, pp. 243–252.

[GKKS13] A. Gupta, P. Kamath, N. Kayal, and R. Saptharishi, Arithmetic circuits: A chasm
at depth three, in 54th Annual IEEE Symposium on Foundations of Computer
Science, FOCS 2013, IEEE, Piscataway, NJ, 2013, pp. 578–587.



JACOBIAN HITS CIRCUITS 1561

[GKPS11] B. Grenet, P. Koiran, N. Portier, and Y. Strozecki, The limited power of power-
ing: Polynomial identity testing and a depth-four lower bound for the permanent,
in Proceedings of the 30th Foundations of Software Technology and Theoretical
Computer Science (FSTTCS), Schloss Dagstuhl–Liebniz–Zentrum für Informatik,
Wadern, Germany, 2011, pp. 127–139.

[GR05] A. Gabizon and R. Raz, Deterministic extractors for affine sources over large fields,
in FOCS, IEEE Computer Society, Los Alamitos, CA, 2005, pp. 407–418.

[HS80] J. Heintz and C.-P. Schnorr, Testing polynomials which are easy to compute (ex-
tended abstract), in STOC, ACM, New York, 1980, pp. 262–272.

[IKS10] G. Ivanyos, M. Karpinski, and N. Saxena, Deterministic polynomial time algorithms
for matrix completion problems, SIAM J. Comput., 39 (2010), pp. 3736–3751.

[IW97] R. Impagliazzo and A. Wigderson, P = BPP if E requires exponential circuits:
Derandomizing the XOR lemma, in STOC, ACM, New York, 1997, pp. 220–229.

[Kal85] K. A. Kalorkoti, A lower bound for the formula size of rational functions, SIAM J.
Comput., 14 (1985), pp. 678–687.

[KI03] V. Kabanets and R. Impagliazzo, Derandomizing polynomial identity tests means
proving circuit lower bounds, in STOC, ACM, New York, 2003, pp. 355–364.

[KMSV10] Z. S. Karnin, P. Mukhopadhyay, A. Shpilka, and I. Volkovich, Deterministic
identity testing of depth-4 multilinear circuits with bounded top fan-in, in STOC,
ACM, New York, 2010, pp. 649–658.

[Koi12] P. Koiran, Arithmetic circuits: The chasm at depth four gets wider, Theoret. Comput.
Sci., 448 (2012), pp. 56–65.

[KS01] A. Klivans and D. A. Spielman, Randomness efficient identity testing of multivariate
polynomials, in STOC, ACM, New York, 2001, pp. 216–223.

[KS06] A. R. Klivans and A. Shpilka, Learning restricted models of arithmetic circuits,
Theory Comput., 2 (2006), pp. 185–206.

[KS07] N. Kayal and N. Saxena, Polynomial identity testing for depth 3 circuits, Comput.
Complexity, 16 (2007), pp. 115–138.

[KS08] Z. S. Karnin and A. Shpilka, Black box polynomial identity testing of generalized
depth-3 arithmetic circuits with bounded top fan-in, in IEEE Conference on Com-
putational Complexity, IEEE Computer Society, Los Alamitos, CA, 2008, pp. 280–
291.

[KS09a] Z. S. Karnin and A. Shpilka, Reconstruction of generalized depth-3 arithmetic cir-
cuits with bounded top fan-in, in IEEE Conference on Computational Complexity,
IEEE Computer Society, Los Alamitos, CA, 2009, pp. 274–285.

[KS09b] N. Kayal and S. Saraf, Blackbox polynomial identity testing for depth-3 circuits, in
FOCS, IEEE Computer Society, Los Alamitos, CA, 2009, pp. 198–207.

[KY08] S. Kopparty and S. Yekhanin, Detecting rational points on hypersurfaces over finite
fields, in IEEE Conference on Computational Complexity, IEEE Computer Society,
Los Alamitos, CA, 2008, pp. 311–320.

[LFKN90] C. Lund, L. Fortnow, H. J. Karloff, and N. Nisan, Algebraic methods for interac-
tive proof systems, in FOCS, 1990, pp. 2–10.

[Lov79] L. Lovász, On determinants, matchings, and random algorithms, in FCT, Akademie-
Verlag, Berlin, 1979, pp. 565–574.

[LR34] D. E. Littlewood and A. R. Richardson, Group, characters and algebras, Philos.
Trans. Roy. Soc. Ser. A, 233 (1934), pp. 721–730.

[MSS14] J. Mittmann, N. Saxena, and P. Scheiblechner, Algebraic independence in positive
characteristic – A p-adic calculus, Trans. Amer. Math. Soc., 366 (2014), pp. 3425–
3450.

[Mul11] K. Mulmuley, On P vs. NP and geometric complexity theory: Dedicated to Sri Ra-
makrishna, J. ACM, 58 (2011), 5.

[Mul12] K. Mulmuley, Geometric complexity theory v: Equivalence between blackbox deran-
domization of polynomial identity testing and derandomization of Noether’s nor-
malization lemma, in FOCS, IEEE, Piscataway, NJ, 2012, pp. 629–638.

[MVV87] K. Mulmuley, U. V. Vazirani, and V. V. Vazirani, Matching is as easy as matrix
inversion, in STOC, ACM, New York, 1987, pp. 345–354.

[Oxl92] J. G. Oxley, Matroid Theory, Oxford University Press, Oxford, 1992.
[PSZ00] R. Paturi, M. E. Saks, and F. Zane, Exponential lower bounds for depth three Boolean

circuits, Comput. Complexity, 9 (2000), pp. 1–15.
[Rag08] P. Raghavendra, Optimal algorithms and inapproximability results for every CSP?,

in STOC, ACM, New York, 2008, pp. 245–254.



1562 M. AGRAWAL, C. SAHA, R. SAPTHARISHI, AND N. SAXENA

[Sch80] J. T. Schwartz, Fast probabilistic algorithms for verification of polynomial identities,
J. ACM, 27 (1980), pp. 701–717.

[Sha90] A. Shamir, IP=PSPACE, in FOCS, IEEE Computer Society, Los Alamitos, CA, 1990,
pp. 11–15.

[SS09] N. Saxena and C. Seshadhri, An almost optimal rank bound for depth-3 identities,
in IEEE Conference on Computational Complexity, IEEE Computer Society, Los
Alamitos, CA, 2009, pp. 137–148.

[SS10] N. Saxena and C. Seshadhri, From Sylvester-Gallai configurations to rank bounds:
Improved black-box identity test for depth-3 circuits, in FOCS, IEEE Computer
Society, Los Alamitos, CA, 2010, pp. 21–29.

[SS11] N. Saxena and C. Seshadhri, Blackbox identity testing for bounded top fanin depth-3
circuits: The field doesn’t matter, in STOC, ACM, New York, 2011, pp. 431–440.

[SV85] S. Skyum and L. G. Valiant, A complexity theory based on boolean algebra, J. ACM,
32 (1985), pp. 484–502.

[SV08] A. Shpilka and I. Volkovich, Read-once polynomial identity testing, in STOC, ACM,
New York, 2008, pp. 507–516.

[SV09] A. Shpilka and I. Volkovich, Improved polynomial identity testing for read-once
formulas, in APPROX-RANDOM, Springer, Berlin, 2009, pp. 700–713.

[SV10] A. Shpilka and I. Volkovich, On the relation between polynomial identity testing and
finding variable disjoint factors, in ICALP, Springer, Berlin, 2010, pp. 408–419.

[SV11] S. Saraf and I. Volkovich, Black-box identity testing of depth-4 multilinear circuits,
in STOC, ACM, New York, 2011, pp. 421–430.

[SW02] A. Shpilka and A. Wigderson, Depth-3 arithmetic circuits over fields of character-
istic zero, Comput. Complexity, 10 (2002), pp. 1–27.

[SY10] A. Shpilka and A. Yehudayoff, Arithmetic circuits: A survey of recent results and
open questions, Found. Trends Theor. Comput. Sci., 5 (2010), pp. 207–388.

[Uma03] C. Umans, Pseudo-random generators for all hardnesses, J. Comput. System Sci., 67
(2003), pp. 419–440.

[Val79] L. G. Valiant, Completeness classes in algebra, in STOC, ACM, New York, 1979,
pp. 249–261.

[VSBR83] L. G. Valiant, S. Skyum, S. J. Berkowitz, and C. Rackoff, Fast parallel computa-
tion of polynomials using few processors, SIAM J. Comput., 12 (1983), pp. 641–644.

[Wil11] R. Williams, Non-uniform ACC circuit lower bounds, in IEEE Conference on Com-
putational Complexity, IEEE, Piscataway, NJ, 2011, pp. 115–125.

[Zip79] R. Zippel, Probabilistic algorithms for sparse polynomials, EUROSAM, Springer,
Berlin, 1979, pp. 216–226.


	Introduction and examples
	A tale of two PITs (and three lower bounds)
	Deterministic testing of algebraic independence
	Our ideas

	Preliminaries: Jacobian and faithful homomorphisms
	Hitting set for depth-3 circuits of constant transcendence degree
	Hitting set for constant-depth constant-occur formulas
	Restriction to the case of depth-4

	Lower bounds for the immanant
	Lower bound on depth-4 occur-k formulas
	Lower bound on circuits generated by  polynomials
	Lower bound on circuits generated by  polynomials
	Proofs of the technical lemmas
	Extensions to immanants

	Conditional lower bounds for depth-D occur-k formulas
	Conclusion
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


