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Abstract

We study the problem of solving a system of n-variate m polynomials over the ring of integers
modulo a prime-power pk. The problem over finite fields is well studied in varied parameter
settings. For small characteristic p = 2, Lokshtanov et al. (SODA’17) initiated the study, for
degree d = 2 systems, to improve the brute force complexity of O(2n) to O(20.8765n); which
currently is improved to O(20.6943n) in Dinur (SODA’21). For large p but constant n, Huang
and Wong (FOCS’96) gave a randomized poly(d,m, log p) time algorithm. Note that for growing
n, system-solving is known to be intractable even with p = 2 and degree d = 2.

We devise a randomized poly(d,m, log p)-time algorithm to find a root of a given system of
m integral polynomials of degrees bounded by d, in n variables, modulo a prime power pk; when
n+ k is constant. In a way, we extend the efficient algorithm of Huang and Wong (FOCS’96) for
system-solving over Galois fields (i.e. characteristic p) to that over Galois rings (i.e. characteristic
pk); when k > 1 is constant. The challenge here is to find a lift of singular Fp-roots (exponentially
many); as there is no efficient general way known in algebraic-geometry for resolving singularities.

Our algorithm has application to factoring univariates over Galois rings. Given f ∈ Z[x] and
a prime-power pk (k ≥ 2), finding factors of f mod pk has a curious state-of-the-art. It is solved
for ‘large’ k by p-adic factoring algorithms (von zur Gathen, Hartlieb, ISSAC’96); but unsolved
for ‘small’ k. In particular, no nontrivial factoring method is known for k ≥ 5 (Dwivedi, Mittal,
Saxena, ISSAC’19). One issue is that degree-δ factors of f(x) mod pk could be exponentially
many, as soon as k ≥ 2. We give the first randomized poly(deg(f), log p)-time algorithm to find
a degree-δ factor of f(x) mod pk, when k + δ is constant. Our method has potential application
in algebraic coding theory. Algebraic codes, e.g. algebraic-geometric (AG) and Reed-Solomon
(RS) codes, are well-studied over Galois rings to achieve better bounds on their parameters.

2012 ACM CCS concept: Theory of computation– Algebraic complexity theory; Theory of
computation– Problems, reductions and completeness; Computing methodologies– Algebraic algo-
rithms; Computing methodologies– Hybrid symbolic-numeric methods.
Keywords: polynomial, factors, prime field, powers, algebraic set, efficient, roots, Nullstellensatz.
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1 Introduction

Finding a common root of a system of multivariate polynomial equations (Hilbert’s Nullstellensatz
or HN) is a fundamental problem in algebraic geometry [CLO13]. Over finite fields (characteristic
p), the problem is well-studied and very important in cryptography [Din21a, KPG99, Pat96] even
for p = 2 and systems of degree d = 2.

The problem has been studied mainly in two parameter settings over finite fields. In small
characteristic p = 2, there has been a flurry of work [BFSS13, LPT+17, BKW19, Din21b, BDT21]
to improve the brute force time complexity from O(2n) (for n-variate polynomial equations) to
finally O(20.6943n) by Dinur [Din21b] which even outperforms O(20.792n) complexity for random
system of equations (Bardet et al. [BFSS13]).

For large p but constant n, Huang and Wong [HW99] gave an efficient randomized poly(d,m, log p)
time algorithm to find a common zero of a system of m-many degree-d polynomials in n variables.
The decision version of the problem was derandomized by Kayal [Kay05] in same time complexity.
Note that the problem is NP-complete for unbounded number of variables n, even if p = 2 and
d = 2 [EK90, GGL08].

Extending Huang and Wong [HW99], we study the problem HN for constant n but generalized
over the ring of integers modulo a given prime power pk (k ≥ 2), called Galois rings.

Galois rings are important in the study of algebraic codes [HKC+94]. Efficiently solving
polynomial systems in Galois rings may be fruitful in study of such codes. E.g., univariate root
finding [BLQ13] has application in Guruswami-Sudan type list-decoding in Galois rings.

When k > 1, the classical methods of algebraic-geometry fail; which is why perhaps we are not
aware of many works on it. Starting k = 2, we are unaware of any efficient way to solve HN; and
there is no analogue of the famous theorems like Hilbert’s Nullstellensatz (see [Bro87, GS20] to read
more about the rich machinery).

To understand the difficulty, consider a system with just one polynomial f such that f(y1, . . . , yn) =:
φe mod p, for ramification e > 1 and φ being absolutely irreducible (i.e. irreducible over all extension
fields of Fp). In this case, φ must have exponentially many (in log p) roots and all those are singular
roots of f mod p. So, there is no easy way to determine which root will lift, and which root will not,
to modulo p2 (i.e. they ramify in a complicated way).
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Example. f(x, y) := (x− y)2 + p mod p2. Thus, f mod p has p roots (=exponential in log p); but,
none of them lifts mod p2. So, f(x, y) has no root mod p2.

Example. Perturb the above example only slightly to f(x, y) := (x − y)2 + px mod p2. Again,
f mod p has p roots. However, now (0, 0) is the unique root that lifts mod p2. So, finding a random
root modulo p and trying to lift it, does not work.

This problem arises due to the existence of singular points (the points which are roots of the
polynomial as well as all of its first order derivatives). Non-singular points can be lifted to modulo
any power of p, in an analog to Hensel’s lifting [Hen18]. However, quite like Hensel lifting fails in
the case of ramification degree e > 1, lifting to higher powers of p fails for singular points. Thus,
the problem of separating out the singular points and converting them to non-singular points in a
different system, ‘desingularization’ or resolution of singularities, has been a well-studied problem. It
asks whether any algebraic variety V has a resolution which is a non-singular variety H such that the
non-singular points of H can be birationally mapped to points of V. It is solved over characteristic
0 fields [Hir64], while it is still open for finite fields [Hau10]. We algorithmically circumvent the
geometric obstruction of singular points and make the first progress towards HNpk :

Let n+ k be constant. Given a system of n-variate m integral polynomials mod pk, of degree at
most d, we find a common root to this system in randomized poly(d,m, log p) time.

We thereby make progress towards another open problem of finding Zp (i.e. p-adic) roots of
a system of polynomial equations. [DS20] showed a bound on k for which roots of univariate
polynomials modulo pk correspond to unique p-adic roots, while [CS22, Chi21] gave bounds for

multivariates of the form k = d2
O(n)

. We find roots modulo pk, while finding roots for ‘large enough’
k (see [Gre66]) can solve the problem of finding p-adic roots.

Application to factoring in Z/⟨pk⟩: Factoring a univariate over finite fields have many efficient
algorithms known [Ber67, CZ81, Kal92, KU11, vzGP01] and have found many applications in
mathematics and computing [FS15, Kal92, LN94, Sud97, vzGP01]. We consider the following
(Galois) ring generalization of this question (k > 1):

Given f ∈ Z[x] and a prime power pk, can we find a non-trivial factor of degree δ < deg(f) in
randomized poly(deg(f), k log p)-time?

Though this problem is studied since the time of Hensel [Hen18] and it finds a section in many
textbooks on elementary number theory [NZM13], yet there is no efficient algorithm known. The
issue arises as f mod pk may possess exponentially many factors (in log p); for e.g., f = x2 mod p2

has a factor (x + pα), for any α ∈ {0, . . . , p − 1}. This happens because the ring Z/⟨pk⟩ is not a
unique factorization domain. The following example illustrates the difficulty of lifting.

Example. Let f = x2 + p2 and (p, k) := (5, 3). The factorization f = x · x mod p lifts to p
factorizations mod p2, as discussed above. But only the factorization f = (x+ 10) · (x+ 15) mod p2

lifts to mod p3.

This example raises the question: How to efficiently determine which factorization (out of
exponentially many) will lift to higher precision?

Hensel’s lemma efficiently guarantees factoring when f mod p has two coprime factors. Thus,
the hard case is to factor f which is power of an irreducible modulo p (as in the example above).
Interestingly, in the hard case, using an extension of Hensel’s lemma [BS86, vzGH98], one can solve
the problem when k is ‘large’ i.e., pk does not divide the discriminant disc(f) of f . In this case,
[CL01, vzGH98] show that irreducible factors of f mod pk correspond to unique p-adic irreducible
factors, which we get via efficient p-adic factoring algorithms [CG00, Chi87, Chi94, GNP12].
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Thus, the major open question in factoring f mod pk is when k is constant. The main issue with
‘small’ k case is that a p-adic irreducible factor could become reducible modulo pk and so factoring
over p-adics does not help. Below is an example from [vzGH96]:

Example. x2 + 3k is irreducible mod 3k+1 and so over 3-adic field; but it reduces mod 3k.

Currently, the best known methods [DMS21, Săl05] to find non-trivial factors of f mod pk, for
‘small’ k, require k ≤ 4. On the other hand, degree δ = 1 factors (i.e. actual roots) can be computed
efficiently for any k [BLQ13, Pan95]. So, there seems to be a trade-off between the output-degree δ
and input-exponent k. In this paper, we extend the constant k regime, to get ‘low’ degree factors of
f mod pk.

Let k + δ be constant. We give the first randomized poly-time algorithm to find a degree δ factor
of given f(x) mod pk. Thus, we can factorize constant-degree polynomials into irreducibles modpk.

This is the first work to efficiently find a ramified factor (irreducible factors which are not
irreducible modulo p) for any constant k– the difficult case of the problem. We achieve this by
efficiently reducing the problem of finding a constant-degree factor of f mod pk, for constant k, to
that of finding a root of constant-variate system of polynomials modulo pk.

Other applications: Our methods have potential applications in algebraic coding theory. Break-
through result of [HKC+94] showed that many known non-linear codes over finite fields, which
beat every linear code, are analogous to linear codes over the Galois ring Z/4Z. Thus many
algebraic codes, e.g. algebraic-geometric (AG) [HKC+94, Wal99, Wal97] and Reed-Solomon (RS)
[Arm05a, Arm05b] codes, were generalised over Galois rings to achieve better bounds on their
parameters. Root finding of polynomial systems over Galois rings may help in the study of these
generalised algebraic codes. Even, univariate root finding over Galois rings [BLQ13] has application
in Guruswami-Sudan type list decoding algorithm for generalised RS codes.

AG codes and its higher dimensional generalisations (see [TV13]) are defined with respect to an
absolutely irreducible variety, given by a system of polynomials over finite fields (see [HVLP98]).
They are of significant interest as they beat Gilbert-Varshamov (GV) bound [Gop77, TVZ82]. After
[HKC+94], these codes were generalised to various rings, in particular Galois rings [Wal99, Wal97].
These codes are defined with respect to a variety X over those Galois rings such that its associated
variety X′ over base field (Fp) is absolutely irreducible (see [Wal99, Sec.5]). Given an arbitrary
system of polynomials, its variety over Galois ring may not have this property. Our method of
system solving could be useful here as it returns a set of varieties over Galois ring (as ideals) which
collectively contain all the zeros of the system and are absolutely irreducible modulo p.

HN modulo 2k has known applications in program analysis as real world programs perform
modulo 2k operations due to limited register size [ELS+14, MOS05, MOS07]. It also has applications
in verifying equivalence of arithmetic datapaths [TKSG08].

Related works: Previously, only special systems of equations mod pk have been studied— called
Chevalley-Warning and Ax-Katz type theorems [Kat09, MR75, SR14]. These theorems study the
conditions under which they can guarantee that a common root exists. Effective versions of some
variant of Chevalley-Warning theorems help to get efficient quantum algorithms for important
problems like, discrete logarithm and graph isomorphism [IR18].

Related to univariate factoring modulo pk there are problems of univariate root finding and
counting modulo pk. These are of significant interest and finds applications in arithmetic-algebraic
geometry [CS22, DH01, DS20, Zhu20, ZG03], factoring [CG00, Chi87, Chi94], coding theory [BLQ13,
Săl05], and hyper/elliptic curve cryptography [Lau04]. [BLQ13] gave the first efficient randomized
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algorithm to find and count all the roots of f(x) mod pk. [DMS19] gave the first efficient deterministic
algorithm to count all the roots of f mod pk inspired by the ideals used in [CGRW19, KRRZ20]
to store roots. These algorithms also give better understanding of root-sets modulo pk (i.e. which
subsets of Z/⟨pk⟩ are zero-sets of some polynomial?). Their combinatorial properties are of significant
interest in mathematics [Bha97, CP56, DM97, Mau01, Sie55].

1.1 Our results

The main result given in this paper gives an algorithm to find a common root of a system of
polynomial equations. It can be summarized as the following theorem.

Theorem 1 (HNpk). Given a system of n-variate polynomials f1, . . . , fm ∈ Z[z,x]/⟨pk, φ(z)⟩
of degrees at most d, for a prime p; and an irreducible polynomial φ(z) ∈ Fp[z] defining the
Galois ring G := Z[z]/⟨pk, φ(z)⟩. We can find a common root of the system in G, in randomized
poly(dcnk ,m,deg(φ) log p)-time; where cnk ≤ (nk)O((nk)2).

Remark 1. The following points can be noted about HNpk :

• Theorem 1 is efficient when n+ k is constant. Even if k = 1, HN is NP-hard for growing n.

• Theorem 1 efficiently extends the root-finding of [HW99] from Galois fields to Galois rings of
characteristic pk, for k constant. This extends the univariate results of [BLQ13, DMS19] to
root-finding of constant-variate systems mod pk.

• Theorem 1 resolves the open question asked in [DS20, RRZ21, Zhu20]— Efficiently find a
point on a curve mod pk, for fixed k.

After a long series of efforts [BLQ13, CL01, DMS21, Kli97, KRRZ20, Săl05, Sir17, vzGH96,
vzGH98], efficient modular factoring has remained elusive even for f mod p5. In this direction, our
result advances the state-of-the-art: to efficiently compute a constant-degree factor of f mod pk,
when k is constant. In particular, we can factor a fixed degree univariate polynomial into irreducibles.

Theorem 2 (Factoring). Given a univariate polynomial f ∈ Z[x] and a prime-power pk, in binary,
with k fixed. We can find a constant-degree factor g of f mod pk in randomized poly(deg(f), log p)-
time; or decide that none exists.

The difficult case in factoring f mod pk happens when f mod p has no two coprime factors; as
this forbids the well-known Hensel’s lifting [Hen18]. For example, f ≡ φe mod p for a φ ∈ Z[x]
which is irreducible mod p. For such an f , we call e to be the ramification-degree of f . In fact, our
proof method provides more general factors:

Corollary 3 (Low ramification factors). Given f ∈ Z[x] and prime-power pk, with k constant. We
can find a factor g of f mod pk in randomized poly(deg(f), log p)-time, where the ramification-degree
of g is at most a given constant; or decide that no such factor exists.

Remark 2. We highlight the following points about factoring modular polynomials:

• The brute-force approach takes time pΩ(kδ); which is clearly exponential (in log p), even for
fixed k and fixed ramification-degree δ.
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• Thus, for constant k, our methods extend the results of [BLQ13, DMS19] from unramified
factors to ramified factors; albeit of ‘low’ ramification-degree.

• Our methods also extend [DMS21], from k = 4 to any fixed k, if the degree of f is fixed.

• Our algorithm is the first step towards factoring polynomials modulo pk for any constant k ≥ 5.

1.2 Difficulty of the problems & techniques

As we have seen, solution to a system of polynomial equations in interesting fields/rings have been
a well-studied problem. However, due to several difficulties to be discussed here, the problem has
remained elusive in Galois rings. Here, we solve HNpk for constant k.

The idea of univariate root-finding of Berthomieu et al. [BLQ13] fails even for a single integral
bivariate f(x0, x1) mod pk, for k = 2. For, in univariate case, [BLQ13] reduces the problem of
finding each p-adic coordinate to finding Fp roots, iterates over all these Fp-roots to lift them. It
could be shown that the number of iterations is bounded by d, the degree of the univariate. This is
not possible anymore with bivariate f(x0, x1) as there could be p (exponentially many) Fp-roots,
and bringing the complexity to log p has been a challenge.

In this work, we resolve the above issue by taking the help of special data-structures in the
form of ideals in Zp. Some points on these ideals are singular points, which might lead to roots too.
However, since we work over p-adics, lifting is not always possible for singular points. We handle
this new singularity by ‘carefully’ modifying the ideals and lifting to Zp-ideals (see Lemma 4). In a
sense, we separate out the singular roots, the roots that do not lift, and modify the ideals such that
they can henceforth be lifted– a method of de-singularization and extracting out the non-singular
roots!

Another difficulty is in getting a good bound on the number of ideals finally used. Dwivedi et
al. [DMS19] bounds the number of ideals by deg(f), for any k, in their work on storing roots of
univariates. On the other hand, we bound the number of ideals by a double exponential in ℓ := nk
(Lemma 6). This forces us to assume ℓ constant, to get a practical algorithm.

The problem of solving these Zp-ideals, described above, poses several difficulties of its own. Espe-
cially, since exhaustively going over all the possible coordinates would make the algorithm exponential
in log p. For tackling this, we use [HW99] to solve for each p-adic coordinate. This however is still
insufficient, as given an Fp-root, we need to lift them to p-adics; which is not always possible for even
non-singular Fp-roots. In order to perform this lift, we move to a birationally equivalent hypersurface
(see Section 2.2), to represent the ideal containing several generator polynomials as having only one
generator polynomial; and then consider the non-singular Fp-roots of this single generator ideal
(which lift by Hensel lifting!). In our proof method, the “project/lift” steps that the desired root takes,
across the three rings, can be depicted simplistically as: (Z/pkZ)n → (Fk

p)n → (Zk
p)n → (Z/pkZ)n,

while the previous attempts have been restricted only up to reductions to Fp.

Example 1. Consider f := x2 + 2 mod 32. Expanding root x =: y0 + 3y1 into the ‘digits’ yi’s, we
get f = (y20 + 2) + 3 · (2y0y1) mod 32. Consider f0 := y20 + 2 and f1 := 2y0y1. A common F3-root of
{f0, f1} is (y0, y1) = (1, 0). But, 1 + 3 · 0 = 1 is not a root of f mod 32.

This happens because we need (y20 + 2)/3 + (2y0y1) ≡ 0 mod 3; which is not satisfied by (1, 0)
as (y20 + 2)/3 ̸≡ 0 mod 3, while 2y0y1 ≡ 0 mod 3. The correct strategy would be to first find 3-adic
y0 ∈ Z3 and then fix y1 = 0 ∈ Z3; this will do the correct division operation by 3; and take care of
the ‘carry-over’ of f0 to f1. These 3-adic yi’s give the correct root x.
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As an application, we give an algorithm for finding certain factors of a univariate polynomial f(x)
modulo pk. The main difficulty, with factoring f(x) mod pk, is in finding ramified factors when k is
small, i.e., pk | disc(f). In addition, two irreducible factorizations can be very different, unlike the
case of large k. For example, [vzGH96] shows that, f = (x2 + 243)(x2 + 6) mod 36 is an irreducible
factorization; while another irreducible factorization is f = (x+351)(x+135)(x2+243x+249) mod 36.

A connection due to [DMS21] shows: Finding (ramification-) degree-δ factor of f(x) mod pk

reduces to root-finding of E(y) mod ⟨pk, xℓ⟩, for a special E(y) ∈ (Z[x])[y] and ℓ := δk. This
root-finding is still not easy to do; however, [DMS21] could do this if k ≤ 4. Our new technique is to
further reduce root-finding of E(y) mod ⟨pk, xℓ⟩ to root-finding of a system of ℓ-variate polynomials
mod pk (i.e. HNpk).

Practicalities. The most expensive part of the paper is where Algorithm 1 finds absolute-
decomposition (Step 5), or finds Gröbner basis (Step 9). As, we add new variables in each lifting-step,
it is expected: In practice, the ideal will already be absolutely-irreducible and almost in Gröbner
basis; so an implementation may run faster than our worst-case analysis. Basically, our algorithm
is especially fast in finding (p-adic) Zp-roots of an input Zp-ideal Î, if it is prime and Î + ⟨p⟩ is
absolutely irreducible (see Lemma 9).

1.3 Proof overview of Theorem 1

In this section, we describe a method to find roots of a system of polynomials over a Galois ring.
As we will see in Appendix C, this has direct consequence on factoring.

Theorem 1 is proved by giving an algorithm that returns False if the given system of n-variate
polynomials f1(x), . . . , fm(x) ∈ Z[z][x] has no root in Galois ring G := Z[z]/⟨pk, φ(z)⟩, otherwise
outputs a possible root. This is similar to the problem of solving Hilbert’s Nullstellensatz over the
Galois ring G, which asks for a root of a system of polynomial equations in the closure of a finite
field. As we have seen before, there have been several works on this problem in the setting of fields,
but non-fields such as Galois rings have remained open.

Main ideas. The idea of the algorithm, as hinted before, works as a reduction to the problem
of solving a system of polynomials over a base field G/⟨p⟩ = Z[z]/⟨p, φ(z)⟩ ∼= Fp[z]/⟨φ(z)⟩ =: Fq

(where q = pb and b := deg(φ(z))). The crux of this reduction is storing each p-adic coordinate (in
Fq) in a data-structure, which will be special polynomial ideals. As we will see later, this is not
sufficient, and we need to realize these ideals (initially over Fq) as ideals over the unramified p-adic

integer ring Ĝ := Zp[z]/⟨φ(z)⟩. Finally, we find the solution up to k coordinates to find a root of
the system of polynomials over G.

Throughout this algorithm, we will use [HW99] to solve a system of polynomials over finite field

Fq, which requires an additional condition that q must be large enough, i.e. q > d(nk)
Ω((nk)2)

. If q is
smaller, then anyways the brute-force search, for G-roots, can be done in time qnk.

Break into digits. The method of finding roots is performed iteratively on each p-adic
coordinate (or digit). We find (virtual) roots at each step, and using these roots, find those
corresponding to higher coordinates. This method is essentially a reduction from modulo pk to
Fq, and similar techniques have been used before, however restricted only to univariates [BLQ13,
DMS19, DMS21, NRS17]. We generalize this lifting technique to multi-variates. For a root a ∈ Fn

q

(also embedded in Gn) of the system of polynomials modulo p, we transform each of the polynomials
fj(x) to fj(a + px) for j ∈ [m], inspired by the p-adic coordinates. Since we have standard methods
to find roots in Fq, while the same is difficult in Galois rings, we divide-out the ‘excess’ powers of
p, to bring this system back to Fq. These excess powers of p will be given by vj = v(fj(a + px)),
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which will be termed as val-multiplicity of the root a (Definition 15). The step thus discussed, given
by transforming the polynomial fj(x) to p−1fj(a + px) will be called the lifting step. Point a will
be termed as the local root at that lifting step. We could try a ‘faster’ lift, p−vjfj(a + px) (since
val-multiplicities can be ≥ 1); however this idea fails, if vj ≥ 2, due to some intermediate mod p
arithmetic that our algorithm uses.

The modification to the polynomial during lifting will make sure that the Fq coordinates at
the t-th step of lifting will return the t-th p-adic coordinate. For example, if a is an Fq-root of
fj(x), and after lifting, the polynomial becomes f̃j(x) := p−1fj(a + px) which has an Fq-root b,
then (a1 + pb1, . . . , an + pbn) is a root of fj(x) mod p2. Note that some local roots might not have
liftings while others can; as illustrated by the following example.

Example 2. Consider f(x1, x2) := x31−x32+5 and p := 5. (0, 0) and (1, 1) are its Fp-roots. When we
start the root (0, 0), the lifting step given by the transformation (x1, x2) 7→ (5x1, 5x2) and subsequent
division by 5, yields the polynomial 25x31−25x32+1 which does not have F5-roots. Although, restarting
with the root as (1, 1) yields the polynomial 25x31 − 25x32 + 15x21 − 15x22 + 3x1 − 3x2 + 1 after lifting,
which now has (3, 0) as its F5-root! This anomaly is explained by a curious fact: (0, 0) is a singular
root of f , while (1, 1) is non-singular.

Virtual roots. The algorithm for univariate root finding [BLQ13] implicitly enumerates over
all possible Fq-roots, to check which one lifts. It is not possible for us to enumerate over all roots
as already for curves, Ω(p) roots might exist, and there is no standard way of representing them
‘compactly’. To tackle this problem, we introduce ‘formal’ variables (yi,1, . . . , yi,n) for the roots
corresponding to the i-th lifting step, instead of fixing them to (a1, . . . , an) ∈ Fn

q , and lift to the

next step to form a new polynomial f̃ in terms of this yi. We will denote this tuple (yi,1, . . . , yi,n)
as virtual root. At each step, we need the property of yi that it must be a root modulo p. In order
to track these properties together, we create a (p-adic) ideal Î; which is a novel data-structure
introduced by us that stores all possible roots, but in ‘higher’-precision p-adics. Thus at every step,
we include the polynomials fj(yi) mod p to this ideal, for j ∈ [m]; factorize, and lift again to p-adics.
E.g. this ideal vanishing at a point a ∈ (Z[z]/⟨φ(z)⟩)n implies: the virtual root yi can be realized as
an ‘actual’ root a of fj(x) which makes the quantity exactly zero. A similar idea of storing roots via
ideals, though in a much simpler setting of 0-dimensional ideals, has been employed for univariate
polynomials in [CGRW19, DMS19, DS20]. Our method uses any generalized ideal, and gives the
new idea of lifting multivariates modulo ideals.

Lifting and p-adics. In the first step, we have the system of (p-adic) polynomials fj(x),
j ∈ [m]. If this system has a local root a, then we perform lifting to get the polynomials
f̃j(x) := p−1fj(a + px) and move on to find the roots of f̃j . As previously described, we use the
virtual root y0 = (y0,1, . . . , y0,n) instead of fixing the local root, and then add the polynomials
fj(y0) mod p, j ∈ [m], to the ideal I. The polynomial system after this will be considered modulo
I, however with a slight modification due to the following obstruction.

In this process of forming next-precision polynomials and ideals, we use Ĝ-arithmetic, instead of
Fq in the base, as it handles division by p in a clean way. Operations over Fq would not have allowed
division by p as new terms from the ideal might reappear in later steps when we divide by p.

The necessity for p-adics was also illustrated in Example 1. It is quite possible that a polynomial
r(y) is in the ideal is such that for an Fq-root a of the system it, r(a) is a non-zero multiple of
p over Z. Given an f(x) in the system of polynomial equations, let the polynomial after taking
f(y + px) modulo r(y) be of the form f̃(y + px) + q(y)r(y). Following this, we divide by p and
recursively continue to p−1f̃(y + px) for finding roots. This can lead to an error if p−1q(a)r(a) is
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non-zero modulo p, in which case we should have continued to find roots of p−1f̃(y + px) + c, where
c is a non-zero constant.

However, if the polynomial r(y) were such that all of its roots were possible to lift to roots in Ĝ,
this problem would have been avoided as the lift â of a to Ĝ would have made r(y) vanish over
p-adics. It turns out that we can indeed modify the ideals such that these lifts exist, and will be
discussed in more details in Section 2.

Growing the p-adic ideal. We develop the idea of formation of p-adic ideals, which will store
the roots of each step of lifting. We will use Î for the Ĝ-ideal, which is a p-adic lifting of I to Zp

and perform our operations over Ĝ. This lifting of the ideal from Fq to the ring Ĝ will be explicitly

described later, but it can be roughly seen as considering the Fq elements as Ĝ elements, with the

trailing coordinates being zero (an integral lift of Fq to Ĝ).
Assuming that we have the p-adic lift of the ideal, Î, we describe a lifting step and the consecutive

growing of the ideal. Let us assume that we have lifted the system of polynomials fj(x), j ∈ [m], for

ℓ-steps, to give the polynomials f̃j(x) ∈ Ĝ[y0, . . . , yℓ−1][x] , and the ideal Î ⊆ Ĝ[y0, . . . , yℓ−1] .
Next, we consider the local virtual root yℓ =: (yℓ,1, . . . , yℓ,n) of the system f̃j(x), j ∈ [m], and

perform lifting to the (ℓ+ 1)-th precision. First, we increase the precision of the root in the ideal by
adding the polynomials fj(yℓ) mod p into Î + ⟨p⟩ (the projection of Î unto Fq), for j ∈ [m], and
redefining Î— thus storing the information about the ℓ-th step and growing the precision of the
roots contained inside Î. Subsequently, we obtain the new (lifted) system of polynomials given by
gj(x) = p−1f̃j(yℓ + px) mod Î, on which we proceed recursively.

Finding a satisfying instance. After iteratively forming a chain of ideals while increasing the
precision of the roots, we check if the system has a solution. The root of the polynomial which was,
say, present at the beginning of the algorithm will be of the form

(a0,1 + a1,1p+ · · ·+ ak−1,1p
k−1 , . . . , a0,n + a1,np+ · · ·+ ak−1,np

k−1) . (1)

Here, j-th coordinate ai,j is in Ĝ, as described earlier. So, this expansion is not unique (eg. we can
subtract any number t from a1,1 and add p · t to a0,1), but depends on the remaining coordinates.
Also, it suffices, for our application, to find values ai,j of the virtual root yi,j only up to the precision
of G (at most k-many coordinates).

2 Hilbert’s Nullstellensatz over Galois rings: Proof of Theorem 1

In this section, we complete the algorithm that finds a common root of a system of polynomials over
a Galois ring. The algorithm stores the roots in special ideals and modifies them such that they
have roots that lift to p-adics; and we describe a method to extract an ‘actual’ root from each of
these ideals returned by the algorithm. Some proofs of this section have been moved to Section B.3.

2.1 Main algorithm: Finding roots of a polynomial system

In order to complete the algorithm, we establish the missing details from Section 1.3. Our main
objective is, given the ideals formed during lifting, we transform them as a set of ‘special’ ideals
where each Fq point can be lifted to Ĝ. As seen in Proposition 3, enabling val-multiplicity of each
root would imply them to be lifted modulo any power of p. This also implies separating out the
non-singular roots should guarantee p-adic roots, which is now the motive of the rest of the section.

Lifting mod irreducible components. As discussed before, given the polynomials fj(x) ∈
Ĝ[y0, . . . ,yℓ−1][x] and the ideal Î ∈ Ĝ[y0, . . . ,yℓ−1] after ℓ steps of lifting, we now increase the
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precision of the roots in Î to Î
′

given by adding yℓ’s, and lift the system to f̃j(x) := p−1f(yℓ +

px) mod Î
′

for j ∈ [m]. However, due to the motivation of having roots of the ideal that can be
lifted to p-adics, instead of using Î, we use an irreducible component of Î + ⟨p⟩ lifted to p-adics,
denoted as Ĉ, as we will see later on. These irreducible components of ideals can be seen as ‘factors’
of ideals corresponding to the factors of the polynomials generating the ideals. However, followed
by this, we perform decomposition of this ideal into absolutely irreducible components (Definition
12), on which we perform our arithmetic, to redefine f̃j . It will also guarantee val-multiplicity roots

1 (since roots are non-singular), and the roots having lifts to Ĝ (Proposition 3). Now, for the lifting
step, now we will have the polynomial after lifting, denoted by f̃j(x) := p−1fj(y0 + px) mod Ĉ

instead of taking modulo Î; where the ideal arithmetic is over Ĝ.
In case this gives new constraints on previous variables, we backtrack the steps.
Branching out by absolutely irreducible components. Our objective is to obtain non-

singular roots, via the birational hypersurface, as they lift all the way to p-adics. So, we ‘replace’
the ideal I by its absolutely irreducible components. At times, these components might correspond
to individual points (single point ideals from 0-dimensional ideals), when again, each root lifts to Ĝ
(Lemma 8).

Thus, as discussed in the above paragraph (on finding non-singular roots), we decompose the
ideal I = Î+ ⟨p⟩, the projection of Î to Fq, using the decomposition algorithm [HW99, Sec.3.3], and

then lift them again to Ĝ using Lemma 4. The decomposition procedure may give ‘many’ absolutely
irreducible components over Fq, on each of which our HNpk algorithm recurses. This procedure— of
selecting an irreducible component C each time, growing that ideal to next precision, and again loop
over its irreducible components —can be seen as a tree T .

This tree has several nodes which correspond to absolutely irreducible ideals. The depth of the
tree represents the precision of the roots formed until that point. This is also the number of times
the polynomials have been lifted, and thus the ideal has grown. The tree gives branches which
correspond to nodes containing irreducible components of the ideal formed from growing the parent
ideal to the next precision coordinate. We will show in Theorem 5 that these ideals can be used to
recover a G-root of the system of polynomials, and Algorithm 1 returns the leaves L, with the tree
T , thus formed.

Backtracking. Whenever we arrive at a root given by some ideal present in a node of the tree,
it must give a root with a precision equal to the depth of the tree, say ℓ. The path of the tree from
the root to the given node should also give each of the previous coordinates of the root, i.e. all
the previous (ℓ − 1) precision coordinates must be present at the current node, while only some
particular values give a valid root of the ℓ-th coordinate. This implies that the information about
the (ℓ− 1) coordinates in the ideal, before the decomposition, I ∩ Fq[y0, . . . ,yℓ−1] must be equal
to that after decomposition, C ∩ Fq[y0, . . . ,yℓ−1]. If this condition is not satisfied (i.e. a new root
corresponding to the previous coordinates arrives out of the blue), then we backtrack to the earlier
steps of the tree, discarding I and updating it by the new ideal C.

Finding non-singular roots. After setting the virtual roots in order to achieve the required
prime power k, say that we have the ideal Î, birationally mapped to a hypersurface Ĥ, given by a
polynomial ĥ over Ĝ, of dim = r, for 0 ≤ r ≤ dim(I). While, I (= Î + ⟨p⟩) is birationally mapped
to a hypersurface H, given by a polynomial h over Fq. We find a random root of H [HW99, Thm.2.6]
and map it to the 0-th coordinate of roots of Ĥ; this crucial property is proved in Lemma 4. After
which we can lift to find a Ĝ-root using an easy variant of Hensel’s lifting (Proposition 3). This
procedure gives us a Ĝ-root from the Fq-root.
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Now, the density of non-singular roots on H will be much greater than singular roots (Lemma 7)
if it is absolutely irreducible. Picking a non-singular Fq-root, at random, we can lift it to a G-root.
If H is relatively irreducible (i.e. reduces in some field extension), we add the first-order derivative of
h to the ideal (Lemma 17), as will be explained in Section 2.2. Thus, we lift a root whenever the
hypersurface is absolutely irreducible and satisfiable.

Pseudocode. Using these ideas, and some technicalities on decomposition into absolutely
irreducible components described in Section 2, we sketch our algorithm. Using the system of
polynomials, it returns all the leaves of the tree described in the previous paragraph.

Input: The input consists of a system of n-variate polynomials {f1(x), . . . , fm(x) | fj(x) ∈
Ĝ[y0, . . .yℓ−1][x] } with the required exponent k, and an ideal Î = Îℓ−1 ⊆ Ĝ[y0, . . .yℓ−1]; where
p is prime and φ(z) is an Fp-irreducible polynomial. We also maintain the ideal tree T and keep
updating it along the algorithm.

Output: The algorithm outputs a list L of (absolutely irreducible) ideals, collectively containing
the lift of the common roots of the system fj(x) ≡ 0 mod ⟨pk⟩+ Î, for j ∈ [m].

Initialization: We initialize the ideal as Î := ⟨0⟩, ℓ := 0, and the required exponent as k. A
system of polynomials F := {F1(x), . . . , Fm(x)} where Fj(x) ∈ Ĝ[x]. We pass F to the algorithm
so it starts with HNpk(F1, . . . , Fm, k, ⟨0⟩).

Algorithm 1 Algorithm to find roots of a system of polynomial equations over a Galois ring.

1: procedure HNpk(f1, . . . , fm, k, Î, T )

2: if Zeroset VFq(Î + ⟨p⟩) = ∅ then return {}.
3: if k ≤ 0 then return {Î}.
4: I← ⟨f1(yℓ), . . . , fm(yℓ)⟩+ Î + ⟨p⟩, for (new) virtual root yℓ := (yℓ,1, . . . , yℓ,n).
5: S ← Abs Decomp(I); absolutely irreducible ideals as computed by Algorithm 2.
6: L ← {}
7: for each C ∈ S do
8: if C ∩ Fq[y0, . . . ,yℓ−1] = I ∩ Fq[y0, . . . ,yℓ−1] then

9: Find the special lift Ĉ of C to Ĝ by computing Gröbner basis and lifting, using Lemma

4. /*Ĉ is prime; reduced Gröbner basis w.r.t. y0 < . . . < yk−1.*/

10: Add C as a child of the current node to T .

11: For j ∈ [m], compute f̃j(x) := p−1fj(yℓ + px) mod Ĉ, over Ĝ[y0, . . .yℓ][x].

12: L ← L ∪HNpk(f̃1, . . . , f̃m, k − 1, Ĉ, T ). /*Maintain the recursion-tree T .*/
13: else /*Backtrack & repeat steps*/
14: Find min s ≤ ℓ− 1 s.t. C← C ∩ Fq[y0, . . . ,ys] ⊋ I ∩ Fq[y0, . . . ,ys].

15: Find special lift Ĉ of C over Ĝ using Lemma 4.

16: For all j ∈ [m], compute f̃j(x) := p−s−1Fj(y0 + · · ·+ psys + ps+1x) mod Ĉ.

17: L ← L ∪HNpk(f̃1, . . . , f̃m, k + ℓ− 1− s, Ĉ, T ). /*Maintain T as before.*/

18: return L. /*Also, return the recursion-tree T whose leaves are ideals in L.*/

Simple invariant. A node in the recursion-tree T either moves from Îℓ−1 to Îℓ, or backtracks to
redefine Îs, s < ℓ. In the former case, k reduces, while in the latter case dim(V(Îs)) reduces. Thus,
in a path, Îs can be redefined at most n times; thus bounding the length of any path in the tree by
≤ k + kn.
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2.2 Decomposition into absolutely irreducible components

As discussed in Section 1.3, we need the ideal in Algorithm 1 to have a (non-singular) point
that lifts to Ĝ at every lifting step when we modify f̃ . In order to ensure this, we modify the
machinery developed in [HW99] to find the irreducible components of I whose birationally equivalent
hypersurface is absolutely irreducible over Fq. The crux of the decomposition algorithm of [HW99]
is Lemma 17, which will be used to reduce the dimension of the components and iteratively continue
the decomposition algorithm. (See Algorithm 2.)

Decomposing via birationally equivalent hypersurface. First, given the ideal C irreducible
over Fq which consists of several generators, we can construct a birationally equivalent hypersurface
H obtained from random linear shift of variables of C which is given by a single polynomial h. We
will use [HW99] for the construction of this hypersurface. Rational points on H correspond to
roots of C and vice versa. If h is absolutely irreducible, we can lift an Fq-root to Ĝ as will be
proved in Proposition 3-(2). We also show a strong connection between the absolutely irreducible
decomposition over Fq and that over Ĝ (Lemma 4) using a commutative diagram (Figure 1).

We follow the ideas of [HW99, Sec.3.3], and give a brief overview for the sake of clarity. Given
an Fq-ideal C, we find the (finitely many) irreducible components of C. As long as the irreducible
components map to a hypersurface H = V(h) which is not absolutely irreducible, we keep adding
the pullback of a derivative of h, say h∗, into the ideal; since the roots will satisfy this equation as
well (Lemma 17). This procedure reduces the dimension of the ideal C; thus, it continues for only
few steps, and reaches absolutely irreducible components.

Loss of points. The map between a component and its birational equivalent hypersurface
is given as rational functions ψ2 : V(C) → H and ψ1 : H → V(C). (Contravariantly, map ψ1 can
also be seen as a morphism on their function fields: Fq(V(C)) → Fq(H).) Owing to this property
of rationality, some points in C get lost when we perform the composition ψ1 ◦ ψ2. These are
precisely the zeroes of the functions which are in the denominator of ψ1 (since ψ2 is linear, like
the construction idea of primitive element theorem, and no roots will be lost). Let us consider the
polynomial e formed by multiplying the denominators of ψ1. In order to include these points of C
in our search, we consider the polynomial e∗ which is the pullback of e unto C, and include it to
the ideal C. As we will see, again the dimension of the ideal over Fq reduces, implying that this
procedure occurs only few times. Thus, we avoid losing any Fq-point, and simultaneously move to
absolutely irreducible hypersurfaces!

Special lift of ideals and roots. We are forming the ideals by adding fj(yℓ) mod p into I and

then ‘lifting’ the ideal to the p-adic one over Ĝ. The question arises– which Fq-roots lift ‘smoothly’
to p-adics, and which don’t? The latter ones are handled separately (as discussed above).

Lemma 4 (Connection of points via hypersurfaces). Given an Fq-irreducible ideal C (resp. its

birational equivalent hypersurface H), we can lift it to a prime Ĝ-ideal Ĉ (resp. its birational equivalent
hypersurface Ĥ), such that their morphism diagram commutes (Figure 1).

In particular, for a non-singular Fq-root of H (thus a root of C), we can find a Ĝ-root of Ĥ; which
gives a root of Ĉ. This sets up the ‘connection’ between roots of C and Ĉ.

The basic idea in the proof of Lemma 4 is: Given Fq-irreducible ideal C, compute the reduced
Gröbner basis of C, using the block order y0 < . . . < yk−1; and simply see it as a p-adic ideal Ĉ.
This is a Ĝ-irreducible ideal, which is the required special lift of C. (Its localized version B−1Ĉ has a
triangular Gröbner basis; where B is a transcendence basis of variables.) The proof closely follows
Figure 1; and proves its commutativity.
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Now, the proof of Lemma 4 fails on a ‘small’ set of points given by the roots of e, the product
of denominators of ψ1, as described before. So, we separately include these points, by including
the pullback of e, which is e∗; and continue with our decomposition algorithm. Furthermore, the
root-lifting technique of Lemma 4 uses non-singular points to lift to p-adics, which does not work for
singular points (roots of h which are also roots of all first-order derivatives h′). Thus, again we need
to add the pullback of h′, say h∗, into the ideal, and continue with our decomposition Algorithm 2.
Finally, we can find (non-singular) Fq-roots of a (absolutely irreducible) system using [HW99].

In the end, we have absolutely irreducible ideals, which lift over Ĝ. Note that sometimes the
absolutely irreducible ideals might be single points as well, of the form ⟨y − a⟩. When the ideals
are absolutely irreducible, it is easy to search for a Ĝ-root (see Section 2.3). Based on these ideas,
we give Algorithm 2 in Section B.1 to decompose into absolutely irreducible components, without
losing any G-root.

2.3 Recovering a G-root of an ideal in L and T (of Algorithm 1)
An ideal Î ∈ L has the property that modulo p, i.e. I := Î + ⟨p⟩, it is absolutely irreducible.

If the ideal consists of a single point, from Lemma 8, each Fq-root of I lifts to G where the
trivial lifting is the required root.

If the ideal I has dim > 0 (i.e. the points are ‘dense’ by Theorem 18), then its birationally
equivalent hypersurface H = V(h) is utilized. Let the map ψ2 : VFq(I) → H be defined as
(ℓ1, . . . , ℓn) → (ℓ1, . . . , ℓr, ℓ0), where r ≥ 1 is the dimension of VFq(I) and ℓi’s are random linear

forms (as in Figure 1). Next, consider any lift Ĥ = V(ĥ) of H and compute the unique birational
equivalence ψ̂2 : V(Î)→ Ĥ and its inverse ψ̂1.

In order to find a root of ĥ, we pick a random non-singular Fq-root of h, and lift it to a root of

ĥ (by Lemma 7). Finally, use ψ̂1 : Ĥ → V(Î) to get the G-root of Î (again by Lemma 4), which
becomes the required output.

Let Î0, . . . , Îk−2, Îk−1 = Î be the eventual p-adic ideal definitions, in a path of the recursion tree
T . An important issue is: We need a G-root common to these ideals. Lemma 9 shows that this
condition is satisfied by randomly picking a root of Î. The primality of these ideals togetherwith a
‘common’ triangular Gröbner basis is key in this proof.

Using these ideas, we can formally design Algorithm 3, to recover a G-root (Section B.2).

2.4 Correctness: T has all the G-roots of the input system F
Theorem 5 (Correctness). If an ideal in L returned by Algorithm 1 has Ĝ-root (â0, . . . , âk−1) (given
by Algorithm 3), then the system F := {f1(x), . . . , fm(x)} has G-root (â0 + . . .+ pk−1âk−1 mod pk).
Conversely, if F has G-root a0 + . . .+ pk−1ak−1, then an ideal in L has some Ĝ-root (â0, . . . , âk−1),
such that a0 + . . .+ pk−1ak−1 ≡ â0 + . . .+ pk−1âk−1 mod pk.

Proof. The method of finding G-roots of a system of polynomials goes through three algorithms–
Algorithm 1, 2 and 3. The primary Algorithm 1, as discussed, works recursively over a tree; with the
branches corresponding to absolutely irreducible components of the Fq-ideals (Step 5 of Algorithm 1
as seen in Section 1.3).

Invariant reduces. We first bound the depth of this tree by showing an easy property:
val-multiplicity is at least 1 in every step (Lemma 16 in Section A). Thus, at each step of lifting,
either a new block yℓ is added, or some dim(Iℓ) falls. So, the depth of the tree is ≤ k + kn; and the
number of the variables (that store virtual roots) is ≤ nk. Furthermore, by arguing on the degree
and the dimension of the irreducible components, we deduce:
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Lemma 6 (Size of tree). The total number of leaves L of the recursion-tree T , described in Section

1.3, is at most d(nk)
O((nk)2)

.

Roots that lift. We use [HW99, Sec.3] as a subroutine in Steps 3, 7, 14 of Algorithm 2 to
obtain the irreducible components of the ideal over Fq. After this, the ideals will be lifted in the
main algorithm (Steps 9, 14 of Algorithm 1) using Lemma 4. However, its proof needs to create a
map from the Fq-ideal (resp. its lift over Ĝ) to a hypersurface. In this process, the map becomes
undefined on ‘few’ roots of H (and hence misses some roots of C in the codomain). This happens
because the map ψ1 : H→ V(C) is a rational function where the denominators might be zero for
some points of H, and (as already discussed in Section 2.2) we consider the polynomial e∗ which
captures these missed ‘images’ in V(C). We continue our procedure on C+⟨e∗⟩ (Step 13 of Algorithm
2). Lemma 6 shows that this reduces the dimension of the birationally equivalent hypersurface each
time.

Apart from these points, some singular points of H might have lifts to Ĝ, but we are unable to
apply Hensel lifting directly. To cover these roots (and their missed ‘images’ in V(Ĉ)), we consider
another ideal where we include the pullback, say h∗, of a suitable first-order derivative of the
polynomial h (that defines H).

Likewise, when the ideal is relatively irreducible, the roots will be shared with h′, the derivative
of the polynomial representing H, and we add its pullback h∗ (Lemma 17) in Step 12 of Algorithm
2. The dimension of the ideal thus formed reduces by exactly one [HW99], and we continue
decomposing the ideal, until it returns an absolutely irreducible ideal. Thus, the while-loop (Steps
4-14 of Algorithm 2) runs for at most nk steps, which is the maximum possible dimension of the
ideal.

Roots captured by L. We want to show that all the roots of f1(x) ≡ · · · ≡ fm(x) ≡ 0 mod pk

are present in L, and vice versa.
First, we show that roots of L always give rise to a root of the system F of polynomial equations

f1(x) ≡ · · · ≡ fm(x) ≡ 0 mod ⟨pk, φ(z)⟩. In order to do this, we show the following two lemmas,
which help in proving that the roots of the system can be constructed from the roots of the projection
of the ideals unto Fq.

Lemma 7 (dim > 0 lift). Given an absolutely irreducible hypersurface H (resp. its lift Ĥ) over Fq of
dim > 0. Its random Fq-root is non-singular with high probability. Thus, we can lift a random root

of H to Ĝ-root of Ĥ.

Lemma 8 (single-point lift). Given an Fq-ideal I (resp. its lift Î) that is radical and is a single

point. We can uniquely lift it to Ĝ-root of Î.

As we see, the lifting slightly changes when the ideal consists of a single point. Now, these
single point ideals correspond to 0-dimensional components over Fq, which are dO(nk)-many. We
can consider the trivial lifts of these single points and check if these finitely many points satisfy the
system F .

Using these two lemmas, we prove the correctness of Algorithm 3, which proves one side of the
claim: L exactly captures the roots of the system F .

Lemma 9 (Correctness of Algorithm 3). Given Ĝ-ideal Îk−1 in a leaf of the tree T , Algorithm 3
finds a generic common Ĝ-root (if one exists) of the preceding ideals {Îℓ | ℓ}.

Using Lemma 9, we are now in a position to show that we can recover some root of the system
F from L.
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Proposition 1 (Root in L −→ Root of F). Given a root of a leaf in L (using T and Algorithm 3),
we can find a common G-root of the system F of polynomials fj, for j ∈ [m].

Conversely, we can show that every G-root of the system F has its p-adic lift present in some
ideal of L.

Proposition 2 (Root of F −→ Root in L). If the system of polynomials, as described before, has a
root in G, then Algorithm 3 outputs a root for some leaf ideal Îk−1 in L.

Therefore, we have shown that the roots of nodes in L exactly correspond to those of F . Further,
these can be realized by Algorithm 3.

Proof of Theorem 1. As proved in Theorem 5, Algorithm 1 (using Algorithms 2–3) correctly returns
a root (via an absolutely irreducible ideal), if and only if one exists.

Tree T built by Algorithm 1 has size D := d(nk)
O((nk)2)

and each of the ideal in T has at most
nk variables with degree at most D (Lemma 6). At each step, we perform arithmetic with the
reduced Gröbner basis of the ideal, which has polynomials of degree ≤ D and ≤ nk variables, and
requires poly(D)-time Ĝ arithmetic [Dub90]. After these arithmetic operations are performed, we

check for an Fq-root of the ideals using [HW99], which takes randomized poly(m,D(nk)O(nk)

, log q)

time. Thus, the net time complexity is randomized poly(m, dcnk , log pb), where cnk ≤ (nk)O((nk)2)

and q = pb with b := deg(φ).
However, the algorithm uses [HW99] as a blackbox, which requires the additional condition that

q = pb > dcnk . If this condition is not satisfied, i.e. q is small, then we can deterministically find a
root using exhaustive search of qnk ≤ dcnk·nk many iterations. This case has the time complexity as
deterministic poly(m, dc

′
nk , log pb), where c′nk ≤ cnk · nk ≤ (nk)O((nk)2). This proves Theorem 1 in

all cases.

Using this, we show the reduction of factoring to HNpk in Appendix C; finishing Thm.2.

3 Conclusion and future work

In this article, we deal with the problem of finding a common root of a system of polynomial
equations, whose extension to Galois rings has been explored here. We extend the results of [HW99]
to find roots of a system of equations in Galois rings. Furthermore, faster algorithms for polynomial
system solving over Fq will lead to fine-grained improvements in the complexity of HNpk .

We also make progress towards finding factors of univariate polynomials in prime-power rings.
Interest in this problem developed after Hensel [Hen18] gave a method to lift (coprime) factors to
modulo any prime-powers. It is easier to factorize in fields, as seen before, but factorization modulo
small prime powers has been elusive to computer scientists; owing to the fact that these rings are not
integral domains and there can be exponentially many factors. This difficulty has been explained in
[CL01, Sir17, vzGH96, vzGH98, vzGP01]. Overcoming some of these obstructions, we generalize
[DMS21] to find factors of small ramification-degree modulo pk, for large primes p, and small k.

This paper motivates and leaves the following questions open.

1. Test solvability of a system of n-variate polynomials mod pk, for fixed n and arbitrary k
(resp. over the p-adic integers Zp).

2. Count points on curves modulo pk, over classical or quantum computers. (Some progress has
been made in [CS22] recently.)
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3. Find a ‘large’ ramification-degree factor of f(x) mod p5; and extend it to any constant k.

4. Find a ‘small’ degree factor of f mod pk, for growing p, k.

5. Test irreducibility of f mod pk.
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Mathématiques de l’IHÉS, 31:59–64, 1966. 3

[GS20] Abhibhav Garg and Nitin Saxena. Special-case algorithms for blackbox radical member-
ship, Nullstellensatz and transcendence degree. In Proceedings of the 45th International
Symposium on Symbolic and Algebraic Computation, pages 186–193, 2020. 2

[GTZ88] Patrizia Gianni, Barry Trager, and Gail Zacharias. Gröbner bases and primary decom-
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[Săl05] Ana Sălăgean. Factoring polynomials over Z4 and over certain galois rings. Finite fields
and their applications, 11(1):56–70, 2005. 4, 5

[Sch74] Wolfgang M Schmidt. A lower bound for the number of solutions of equations over
finite fields. Journal of Number Theory, 6(6):448–480, 1974. 24
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Definition 10 (Taylor expansion/series). For a polynomial f(x) of degree d over any field, we can
express it as

f(a + x) =
∞∑
ℓ=0

∑
|i|=ℓ

∂xif(a)

i!
·

n∏
j=1

x
ij
j

 , (2)

where ∂xif := ∂|i|f

∂x
i1
1 ...∂xin

n

is an order-|i| partial derivative.

We define some terms which have been used frequently throughout the paper.

Definition 11 (Non-singular roots). A root r of a polynomial f(x) ∈ F[x] is called a non-singular
root if some first-order derivative f ′(x) (say ∂xjf) does not vanish at r.

Definition 12 (Absolutely irreducible). Let f(x) ∈ F[x] be a polynomial, where F is a field and F
is its algebraic closure. Then f(x) is absolutely irreducible if it is irreducible over F.

If f(x) is irreducible over F but factorizes in F, we call it relatively irreducible.

We extend this definition to ideals as well. Given an irreducible ideal I over F, using [HW99,
Theorem 2.6], we can map it to a hypersurface H given by the variety of a single polynomial h. If
this polynomial h is absolutely irreducible, we refer to the ideal I as absolutely irreducible.

A.2 Simplifying the factors of f(x) modulo pk

Without loss of generality, we can assume given f ∈ Z[x] to be monic mod pk (i.e. its leading
coefficient is 1). Eg. f = px3 − x2 + 1 can be written as (−x2 + 1)

(
px3/(−x2 + 1) + 1

)
, where the

second factor is clearly a unit mod pk. Thus, for nontrivial factorization we only need to consider
the monic polynomial g := x2 − 1.

The following variant of Hensel’s Lemma simplifies the task even more. It lets us assume
f(x) = φe + pg, where φ, g ∈ Z[x] such that φ is monic, and φ mod p is irreducible. Again, we can
assume: deg(f) = e · deg(φ) > deg(g).
Lemma 13 (Hensel’s lemma for coprime factors [Hen18, Zas69, Zas78]). Let R be a commutative
ring with unity, denote the polynomial ring over it by R[x]. Let I be an ideal of ring R. Given a
polynomial f(x) ∈ R[x], suppose f factorizes as f = gh mod I , such that gu+ hv = 1 mod I (for
some g, h, u, v ∈ R[x]). Then, given any l ∈ N, we can efficiently compute g∗, h∗, u∗, v∗ ∈ R[x], such
that,

f = g∗ · h∗ mod Il .

Here g∗ = g mod I , h∗ = h mod I and g∗u∗ + h∗v∗ = 1 mod Il (i.e. the lift is pseudo-coprime too).
Moreover, g∗ and h∗ are unique up to multiplication by a unit.

Factoring to Root-finding: Interestingly, [DMS21] showed that finding a factor g(x) := φδ − py
of f(x) = φe + ph(x) mod pk, where φ, h ∈ Z[x] with φ irreducible mod p and δ < e, is equivalent
to finding a root of a special polynomial E(y) ∈ Z[x, y] (E as defined in Theorem 14) modulo a
bi-generated ideal ⟨pk, φδk⟩.

Theorem 14 (Reduction [DMS21, Thm.11]). With f, φ, g as above, g is a factor of f modulo pk if
and only if E(y) := f · (φδ(k−1) + φδ(k−2)(py) + · · ·+ φδ(py)k−2 + (py)k−1) ≡ 0 mod ⟨pk, φδk⟩.

22



A.3 Arithmetic on roots modulo pk

As always, define the unramified extension Ĝ := Zp[z]/⟨φ(z)⟩; its Galois ring G := Z[z]/⟨pk, φ(z)⟩,
and its Galois field Fq. For a polynomial f(x1, x2) over Ĝ, we define the effective polynomial as
f(x1, x2) mod p, where the coefficients are in Fq (w.l.o.g. f(x1, x2) mod p is non-constant). Similarly,
the effective degree of f(x1, x2) is the degree of f(x1, x2) mod p.

The term valuation of a, v(a), is defined as the largest integer v ≥ 0 such that pv|a. Now, we
define a local root of f(x1, x2) as a Fq-root of the effective polynomial f(x1, x2) mod p. For a local
root (a1, a2), local valuation is defined as v(f(a1, a2)).
Definition 15 (Val-multiplicity). Val-multiplicity of local root a (viewed as an element of Ĝ) is
defined as v(f(a+px)), i.e., the minimum valuation of the coefficients of the polynomial thus formed.

We now show that a non-singular Fq root can be lifted to the p-adic Ĝ.

Proposition 3 (Hensel’s p-adic lift of roots). Given a polynomial f(x) ∈ Ĝ[x], let a ∈ Fn
q be a

non-singular root of f(x) mod p over Fq. Then, we have the following

1. Consider a as an element of Ĝ too. Val-multiplicity of the root is 1, which implies that the
effective degree becomes 1 after lifting the polynomial by a.

2. We can lift the root a to root â ∈ Ĝn, such that f(â) = 0 over Ĝ.

Proof of Part 1. We can write the polynomial during lifting as

f(a + px) =
d∑

ℓ=0

∑
|i|=ℓ

∂xif(a)

i!
· (px1)i1 . . . (pxn)in

 . (3)

Since the root a is non-singular, ∂xjf(a) ̸= 0 mod p, which implies that the term Σn
j=1(∂xjf(a))

(pxj) is divisible by p, but not by p2. By the above Taylor’s expansion, we can infer that p|f(a+ px)
but p2 ∤ f(a + px), implying that the val-multiplicity of the local-root a is 1.

Now, the terms in the multivariate Taylor’s series with ℓ ≥ 2 are divisible by p2. These terms,
after division by p (owing to the val-multiplicity being 1), will vanish modulo p. Thus, the effective
polynomial only contains linear terms; implying that the effective degree is 1.

Proof of Part 2. Since the effective degree is currently 1, we can consider the polynomial as

f(x) = l1x1 + · · ·+ lnxn +m+ p · g(x) , (4)

where (w.l.o.g.) ln is a nonzero constant modulo p, m, li’s are constants, and g(x) is a polynomial
over Ĝ. Since the effective polynomial is linear, we can fix any value (a1,1, . . . , a1,n−1) to the first
(n−1)-coordinates, and find the unique value of xn; given by a1,n = −(l1a1,1+· · ·+ln−1a1,n−1+m)/ln.
We denote this root by a1, giving the root for two-steps of lifting as a + pa1. The next lifting step
starts with the substitution f(a1 + px), the polynomial will be lifted as:

l1(a1,1 + px1) + · · ·+ln−1(an−1,1 + pxn−1)+

ln(− (l1a1,1 + · · ·+ ln−1a1,n−1 +m)/ln + pxn) +m+ pg(a1 + px) .

In particular, any non-constant monomial from the pg part, will be divisible by p2; while the linear
terms which were initially in the effective polynomial will have valuation exactly p. Thus, the
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val-multiplicity of the root a1 is 1, and the effective degree remains the same (i.e. 1). The coefficients
of xj ’s in the effective polynomial will again be lj ’s, for j ∈ [n]; the only change being that the
constant m will now change.

We again continue our process of fixing the first n− 1 coordinates to any value, finding the value
of the n-th coordinate, and then lifting; whence the effective polynomial remains a linear of the form
l1x1 + . . . lnxn +m′, for possibly different constants m′ everytime. This process can be continued to
any number of steps, in order to obtain a p-adic root (non-unique) up to any finite precision.

We give the following straightforward property, based on lifting, as described in Section 1.3. It
will be useful later in proving the correctness of Algorithm 1.

Lemma 16 (Val-multiplicity ≥ 1). Given the lifting as defined in Algorithm 1, the val-multiplicity is
at least 1 in each step; i.e. p|fj(yℓ +px) mod Ĉ, where Ĉ is the p-adic lift of an irreducible component
of the ideal I, as described in the algorithm.

Proof. Let us consider the multivariate Taylor’s expansion (Definition 10) of the j-th polynomial
fj(yℓ + px) given by

fj(yℓ + px) = fj(yℓ) + p
∑
i∈[n]

∂xifj(yℓ) · xi + . . . , (5)

where the terms of order-|i| (partial-derivative) are divisible by p|i|.
As we traverse along the depth of the tree, the polynomial fj(yℓ) mod p will be added to I

(Step 4 of Algorithm 1). In Step 5, we consider the absolutely irreducible components of this ideal
projected down to Ĝ/⟨p⟩ = Fq, and loop over them from Step 7 of Algorithm 1. These absolutely

irreducible components are such that they are first the factors of I, after which we lift them to Ĝ.
Thus, for any component Ĉ of Step 9, we have I = Î + ⟨p⟩ ⊆ Ĉ + ⟨p⟩ = C.

Now, when we add fj(yℓ) mod p to I, while introducing a new set of virtual roots yℓ, in Step 4
of Algorithm 1, then Equation 5 modulo I is divisible by p. Therefore, from the previous paragraph,
we get that Equation 5 modulo Ĉ is also divisible by p, implying that the val-multiplicity is ≥ 1,
and after division by p, the polynomial will still have coefficients in Ĝ.

A.4 Commutative algebra preliminaries

Lemma 17 (Singular roots [HW99, Lem.2.1]). If a polynomial h(x) is irreducible over Fq, but
reducible over its algebraic closure Fq, then for any root a ∈ Fn

q of h, we have

h(a) = hxj (a) = 0

over Fq, for any first-order partial-derivative hxj of h.

The following lemma gives an estimate on the number of roots of an absolutely irreducible
polynomial, which has been used in [HW99] to find a root of a system of polynomial equations over
Fq. This is the reason why absolute irreducibility is crucial in this paper.

Theorem 18 (Number of roots [Sch74]). An absolutely irreducible polynomial f(x) (d-degree n-
variate) has number of roots in the range, qn−1 ± ((d− 1)(d− 2)qn−1.5 + 6d2qn−2), over a ‘large’
finite field Fq (namely, q > ω(n3d5)).
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Gröbner basis. We require some concepts of Gröbner basis in our algorithm to find ‘special’
lifts to Ĝ (in Lemma 4). Modulo multivariate polynomial ideals, the remainder on division is not
always unique. Thus, we modify the ideal by adding some more generators, depending on a given
ordering of variables, such that the remainder modulo the ideal is unique.

For a given ideal I, the S-polynomial of two polynomials g1, g2 in I is defined as

S(g1, g2) =
lcm(LM(g1),LM(g2))

LT(g1)
· g1 −

lcm(LM(g1),LM(g2))

LT(g2)
· g2 , (6)

where LM denotes the leading monomial and LT denotes the leading term.
Buchberger [Buc65] gave the famous algorithm to compute the (reduced) Gröbner basis; by

considering every pair of current generators of the ideal and iteratively adding their S-polynomials;
until the S-polynomials are zero. More properties of Gröbner basis, and their complexity, can be
found in [CLO13].

B Algorithms and proofs from Section 2: Details of HNpk

B.1 Decomposing into absolutely irreducible components

Algorithm 2 Abs Decomp(I), decomposes the Fq-ideal I to absolutely irreducible ideals C ∈ Sabs
in such a way that zeroset VFq(I) remains unchanged, i.e, VFq(I) =

⋃
C∈Sabs

VFq(C).

Input: The algorithm takes as input, a radical ideal I ⊆ Fq[y1, . . . , yn].

Output: The algorithm outputs a set Sabs consisting of absolutely irreducible ideals C, s.t.
V(I) =

⋃
C∈Sabs

V(C).

Algorithm 2 Decomposing I into absolutely irreducible components over Fq.

1: procedure Abs Decomp(I)
2: Define Sabs := {} and Sirr := {}.
3: Decompose I into irreducible components over Fq using [HW99], and store them in Sirr.
4: while Sirr ̸= ∅ do
5: C← Pop(Sirr).
6: if dim(VFq(C)) = 0 then
7: Compute VFq(C) using [HW99] and for each a ∈ VFq(C), update Sabs ← Sabs∪{⟨y−a⟩}.

8: else
9: if C is absolutely irreducible then

10: Sabs ← Sabs ∪ {C}
11: Let dim(VFq(C)) =: r. Using [HW99] compute a birationally equivalent hypersurface

H := VFq(h(l1, . . . , lr, Y )) and the rational maps ψ1 : H → V(C) and ψ2 : V(C) → H.
(l, Y are linear forms in y; also see Figure 1.)

12: Compute C1 := Rad(C + ⟨h∗⟩), where h∗ is pullback of a first-order partial-derivative
h′ ̸= 0.

13: Compute C2 := Rad(C + ⟨e∗⟩), where e∗ is the pullback of e, which is a product of
the denominators that appear– in rational functions ψ1 =: (ψ1,1, . . . , ψ1,n), or in the
localization done in Lemma 4.
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14: Decompose the ideals C1, C2 into irreducible components over Fq using [HW99], and
push these components into Sirr.

15: return Sabs

B.2 Recovering an actual G-root from L

In this section, we give the algorithm to recover a root from the set of ideals L (and recursion-tree
T ) returned by Algorithm 1, which has been described in Section 2.3. We keep applying Algorithm
3 on each ideal of L until we find one whose variety is not null.

Input: Let I := {Î0, . . . , Îk−1 =: Î} be the eventual ideal definitions leading to the leaf Î ∈ L.
Ideal Îℓ ⊆ Ĝ[y0, . . . ,yℓ] is prime, for 0 ≤ ℓ ≤ k − 1, and the required prime-power precision is pk.
Further, Iℓ := Îℓ + ⟨p⟩ is absolutely irreducible.

Output: A ‘generic’ common G-root (a0, . . . ,ak−1) of I, if it exists; ϕ otherwise.

Algorithm 3 Recovering p-adic or G-root common to the ideals I.

1: procedure Roots(I, pk)
2: if VFq(Îk−1 + ⟨p⟩) = ϕ then
3: return ϕ

4: else if Îk−1 contains a single point then
5: return the single point (â0, . . . , âℓ) (Lemma 8).
6: else
7: Compute the birationally equivalent hypersurface H of Îk−1 + ⟨p⟩, over Fq, and the maps

ψ1 : H→ V(Îk−1 + ⟨p⟩) and ψ2 : V(Îk−1 + ⟨p⟩)→ H using [HW99]. (Also, see Fig. 1).

8: Similar to Figure 1, compute the hypersurface Ĥ birational to Îk−1 over Ĝ, and the

mappings ψ̂1 : Ĥ→ V(Îk−1) and ψ̂2 : V(Îk−1)→ Ĥ .

9: Find a random Fq-root a on H using [HW99].

10: Map a to the 0-th coordinate of the corresponding root of Ĥ, using Lemma 4, to get the
approximation a′.

11: Lift a′ to â, using Hensel’s lifting, which is a root of Ĥ modulo pk (Lemma 7).

12: return the pullback of â =: (â0, . . . , âk−1) given by ψ̂1(â).

B.3 Missing proofs of Section 2

Lemma 4 (Connection of points via hypersurfaces). Given an Fq-irreducible ideal C (resp. its

birational equivalent hypersurface H), we can lift it to a prime Ĝ-ideal Ĉ (resp. its birational equivalent
hypersurface Ĥ), such that their morphism diagram commutes (Figure 1).

In particular, for a non-singular Fq-root of H (thus a root of C), we can find a Ĝ-root of Ĥ; which
gives a root of Ĉ. This sets up the ‘connection’ between roots of C and Ĉ.

Proof. We have a prime ideal C given by generators in Fq[y1, . . . , yN ]. Let r > 0 be the dimension
of the variety of C. By one of the definitions of dimension, there is a subset B =: {ℓ1 < . . . < ℓr}
of least possible variables in y, such that the function field Fq(C) is a finite extension over the
transcendental field Fq(B). So, we consider its defining maximal ideal B−1C; and compute its
reduced Gröbner basis (using Buchberger’s algorithm [Buc65]); with the graded lexicographical
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ordering y1 < . . . < yN and variables B localized. Let B′ := y \ B =: {ℓr+1 < . . . < ℓN} be the
remaining variables.

Triangular form. The localization B−1C is a zero-dimensional prime ideal (= maximal ideal).
Thus, by [GTZ88, Prop.5.9], B−1C has exactly N − r generators, the i-th one (r < i ≤ N)
corresponding to a monic minpoly (over Fq(B)) for the variable ℓi in B′ (in particular, having the
leading-monomial an ℓi-power). Thus, the Gröbner basis GB(B−1C) is in a special form, that we
call the triangular form in B′ over B (see [DMS19, Def.4]).

p-adic lift. Compute the reduced Gröbner basis GB(C) too, and divide each generator by its
leading coefficient (in F∗

q) to make the polynomials monic; store them in reduced form where the

coefficients are in {0, . . . , p−1}. Define the p-adic lift Ĉ, of C to Ĝ, by considering the trivial integral
embedding of each generator of C. By Gröbner basis properties and the special generators, this
special lift Ĉ is a prime Ĝ-ideal.

Doing the same thing to GB(B−1C), it is easy to deduce: the Ĝ-ideal thus obtained, called B−1Ĉ,
is a maximal ideal with a triangular (& reduced) Gröbner basis.

Fq-map. By construction, Fq(B)[B′]/C is a field, denoted R, of finite degree over R0 := Fq(B).
We can compute a hypersurface H that is birationally equivalent to the variety of C [HW99, Thm.2.6].
A standard algebraic way to compute it, is to pick a random linear form ℓ0; assume q to be ‘large’
enough fo random sampling. Let h(Y ) be the minpoly of the primitive element ℓ0 ∈ R over the
subfield R0. We can store a representation of h in Fq[B][Y ] such that it gives an R0-isomorphism ψ1

between the fields, R = R0[B
′]/C ∼= S := R0[Y ]/⟨h⟩ ; mapping ℓ0 7→ Y , and other ℓi (i > r) to its

implied image.

p-adic map. Take any p-adic lift ĥ of h; clearly ĥ ∈ Ĝ(B)[Y ]. By definition, ĥ(ℓ0) ∈ C = Ĉ+ ⟨p⟩.
Since ℓ0 is a separable Fq-root of ĥ, we can Hensel lift it to a Ĝ-root ℓ′0 ∈ Ĝ(B)[B′] =: R′0[B′] such that

ĥ(ℓ′0) ∈ Ĉ. So, mapping Y 7→ ℓ′0 gives a R′0-homomorphism ψ̂2 : S′ := R′0[Y ]/⟨ĥ⟩ −→ R′ = R′0[B
′]/Ĉ;

which is a map between integral domains. Moreover, it remains a nontrivial homomorphism if we
localize the base ring from Zp to Qp; making it a map between fields. Thus, ψ̂2 is an injective
R′0-homomorphism.

Now we know: all the four rings in Figure 1 are domains (& two are fields). So, in case ψ̂2 is
not an isomorphism, it is injective and non-surjective. Let v0 ∈ R′ be an element that is out of the
image, but we know that some lift v0 + pv1 is in the image of ψ̂2 (by traversing the commutative
diagram). Similarly, we have that some lift v1 + pv2, of v1, is in the image of ψ̂2. Combining these
two, we know: v0− p2v2 is in the image of ψ̂2. Doing this ad infinitum, we get v0 in the image of ψ̂2;
contradicting its choice. We conclude: ψ̂2 is an isomorphism, with the inverse map being (say) ψ̂1.

Ĝ(ℓ1, . . . , ℓr)[ℓr+1, . . . , ℓN ]/Ĉ Ĝ(ℓ1, . . . , ℓr)[Y ]/⟨ĥ⟩

Fq(ℓ1, . . . , ℓr)[ℓr+1, . . . , ℓN ]/C Fq(ℓ1, . . . , ℓr)[Y ]/⟨h⟩

ψ̂2

ψ1

ψ2

mod pmod p

Figure 1: Commutative Diagram

27



In the above diagram let us start with a non-singular Fq-root a of H := V(h). With high
probability, it will keep the relevant polynomials in ℓ1, . . . , ℓr nonzero mod p; thus it would be
consistent with the localization. It has ‘pullback’ via ψ1, giving a root of C. By the separability of
the Fq-root, a lifts to a root â of Ĥ := V(ĥ); from up there it has ‘pullback’ via ψ̂1, giving a Ĝ-root
of Ĉ too. This connects V(C) with V(Ĉ).

Lemma 6 (Size of tree). The total number of leaves L of the recursion-tree T , described in Section

1.3, is at most d(nk)
O((nk)2)

.

Proof. We build tree T by first passing an ideal I0, in n variables, in Algorithm 2 with generators
of degree at most d0 := d. The set of absolutely irreducible ideals returned by Algorithm 2 forms
the branches in the first level of T . Each of these ideals (branches) at level-1, say I1, of degree d1
(now in 2n variables) recurse in Algorithm 2, and produce more branches (ideals) at level-2. This
process continues till (k − 1)-th level.

The analysis of producing branches from an ideal at level (ℓ− 1) to level ℓ is the same as that
of [HW99]. This will allow us to use their estimates for number of branches and degree of new
generators produced [HW99, Lem.2.7].

Similar to [HW99], we first decompose ideal Iℓ−1 in nℓ variables at Step 3 (Algorithm 2).
However, we add h∗ and e∗ in the ideal at Steps 12-13 and then iterate. The idea of Step 12 is same
as in [HW99] to capture the singular points of V(I) in separate absolutely irreducible ideals by
adding h∗ to the ideal. In [HW99], it was shown that the dimension of variety reduces when we add
h∗.

When we add e∗, we make the ‘free’ variables ℓ1, . . . , ℓr in the hypersurface (in Lemma 4) to
satisfy an equation e(ℓ1, . . . , ℓr) = 0. Therefore, the transcendence degree reduces by 1, and it can
reduce at most dimension-many times. So, complexity wise Step 13 is subsumed in Step 12 as
degree of h∗ and e∗ have similar bound [HW99, Lem.2.7, Thm.2.6].

Applying analysis of [HW99] on ideal I0 at level-0, the number of branches (ideals) produced

are dn
O(n)

0 and the degree of generators at most dn
O(n)

0 =: d1 at level-1. Each such branch (ideal)

further produces (at level-2) d
(2n)O(2n)

1 new branches with degree at most d
(2n)O(2n)

1 . By induction,

the generator-set size, and degree, at level-nk (i.e. the leaves) is ≤ d(nk)O((nk)2)
.

Lemma 7 (dim > 0 lift). Given an absolutely irreducible hypersurface H (resp. its lift Ĥ) over Fq of
dim > 0. Its random Fq-root is non-singular with high probability. Thus, we can lift a random root

of H to Ĝ-root of Ĥ.

Proof. Let the hypersurface H be given by the polynomial ⟨h(Y )⟩ over Fq(ℓ1, . . . , ℓr) as before. Since
it is absolutely irreducible, the variety V(h, h′) has dimension one less than that of V(h), where
h′ ≠ 0 is some first-order derivative of h. Therefore, the probability of a point being a non-singular
root of H, is around (1 − qr−1/qr) = 1 − 1/q (by Theorem 18). Using a random non-singular root,
we can lift it to modulo any p-power (by Proposition 3); thus, we get a Ĝ-root.

Lemma 8 (single-point lift). Given an Fq-ideal I (resp. its lift Î) that is radical and is a single

point. We can uniquely lift it to Ĝ-root of Î.

Proof. Since the ideal has a single point say a; the ideal Î is just of the form ⟨y− â⟩. So, we output
â.

28



Lemma 9 (Correctness of Algorithm 3). Given Ĝ-ideal Îk−1 in a leaf of the tree T , Algorithm 3
finds a generic common Ĝ-root (if one exists) of the preceding ideals {Îℓ | ℓ}.

Proof. Using Lemma 4, we map an Fq-root of ideal I to the 0-th coordinate of some (unknown)

p-adic root of the ideal Î. After this, if the root is random, we can lift to a Ĝ-root using Hensel’s
lifting (Lemma 7). If the root comes from a single point ideal I, then we use Lemma 8. Thus,
Algorithm 3 correctly returns a Ĝ-root of the given ideal Î (as long as, q is ‘large’ enough for
sampling). But what about the other ideals in the path in T leading to Î?

We further need to show that the variety V(Îℓ−1) extends to V(Îℓ) (where Îℓ−1, Îℓ are the
eventual definitions in recursion-tree T ). Consider a lift using Lemma 4; say in the Fq-ideal Iℓ−1 the
variables Bℓ−1 are localized giving the triangular form (reduced Gröbner basis) in Fq(Bℓ−1)[B

′
ℓ−1],

where B′
ℓ−1 := ∪i≤ℓ−1yi \ Bℓ−1. Similarly, define Bℓ and B′

ℓ, for Iℓ. Recall the variable order,
blockwise, yℓ−1 < yℓ. By Algorithm 1 (Step 8), Bℓ−1 = Bℓ; and Iℓ−1 ⊆ Iℓ. Thus, the minpoly of
the variables B′

ℓ−1, over Fq(Bℓ), in B−1
ℓ Iℓ; is the same as it was in B−1

ℓ−1Iℓ−1. So, all the variables
∪i≤ℓ−1yi have the same minpoly in the two Gröbner bases; and the triangular form is preserved in
the new ideal B−1

ℓ Iℓ.
Consequently, from Lemma 4 lifting, the generators of B−1

ℓ−1Îℓ−1 are contained inside those of

B−1
ℓ Îℓ. Therefore, the variety of Îℓ−1 extends to that of Îℓ: For any generic root (â0, . . . , âℓ) of Îℓ,

the projection (â0, . . . , âℓ−1) is a root of the predecessor ideal Îℓ−1.
With this induction step done, we can complete the proof for all 0 ≤ ℓ ≤ k − 1. We use a

monomial ordering, that is consistent with all steps, namely: y0,1 < y0,2 < · · · y0,n < · · · yk−1,1 <
yk−1,2 < · · · yk−1,n. Under localization of respective transcendence-basis, we keep the leading term
of the generators of these ideals, to be yi,j-powers; maintaining the triangular form of Gröbner basis.
Thus, a generic root of the leaf Îk−1, is also a generic common root of the ideals {Î0, . . . , Îk−1} that
led to the leaf Îk−1 ∈ T .

Proposition 1 (Root in L −→ Root of F). Given a root of a leaf in L (using T and Algorithm 3),
we can find a common G-root of the system F of polynomials fj, for j ∈ [m].

Proof. We are given a prime ideal, say Îk−1 ∈ L, and the associated latest prime ideals I :=
{Î0, . . . , Îk−1} in the recursion-tree T of Algorithm 1. Let us assume that when the ℓ-th ideal

(Îℓ−1) was defined the last (satisfying Step 8 of Algorithm 1), the j-th polynomial was f
(ℓ)
j (x)

∈ Ĝ[y0, . . .yℓ−1][x] (done at Step 10 of Algorithm 1).
From the p-adic root of I, say (a0, . . . ,ak−1) ∈ Ĝnk by Algorithm 3; we want to show that we

can construct a common G-root of fj(x)’s, j ∈ [m]. We prove this by simply using the lifting-steps,
one precision at a time, that designed the recursion-tree.

p | f (0)j (y0) mod Î0 , (7)

p | f (1)j (y0,y1) mod Î1 ,

...

p | f (k−1)
j (y0,y1, . . . ,yk−1) mod Îk−1 .

Next, we can merge the divisibility properties of the key k lifting-steps (Algorithms 1 & 3),
at the common p-adic point (a0, . . . ,ak−1) of Equation 7. This can be written as the following
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cascading divisibilities:

p | f (0)j (a0) → p2 | f (0)j (a0 + pa1) (8)

→ p3 | f (0)j (a0 + pa1 + p2a2)

→ . . . → pk | f (0)j (a0 + pa1 + . . .+ pk−1ak−1) ,

which provides the required precision pk; thus giving the G-root (a0 + . . .+ pk−1ak−1) of fj . This
finishes proof.

Proposition 2 (Root of F −→ Root in L). If the system of polynomials, as described before, has a
root in G, then Algorithm 3 outputs a root for some leaf ideal Îk−1 in L.

Proof. Let us assume that the system of polynomials has a G-root, given by a := (a0 + pa1 +
· · · + pk−1ak−1), with ai’s effectively ‘in’ Fq. We use a technique, similar to that in the proof of
Proposition 1, to inductively show that a root up to precision ℓ digits gives a p-adic root of the
ideal grown for ℓ-steps (possibly with backtrackings). We use the same notation as of Proposition 1

for f
(ℓ)
j , Îℓ.

For the base case of induction, let us consider the root a0 of f1(y0), . . . , fm(y0) over Fq. Now,
each of these equations were added to the ideal Î0, on which we performed the decomposition
algorithm to find components Ĉ’s. Since, a0 is a root of Î0+⟨p⟩, it must also be a root of some Ĉ+⟨p⟩;
let us fix this ideal Ĉ. Now, by definition (Algorithm 2 & Lemma 4), Ĉ is prime; and absolutely
irreducible modp. If a0 is a non-singular Fq-root of Ĥ (= hypersurface birationally equivalent to
Ĉ), then it has a lift, say â0, using Hensel’s lifting (Proposition 3). Thus, we get a corresponding
Ĝ-root of Ĉ ∈ T . On the other hand, if a0 is a singular root, or a root whose preimage does not
exist in the hypersurface, then it will be present in some ideal of lesser dimension (eg. in another
branch of recursion-tree T ). So, Algorithm 2 will locate a0 as a non-singular root of some other
absolutely irreducible ideal of dimension ≥ 0. Thus, we always get a corresponding Ĝ-root of some
ideal, say D̂, in T .

Now, for our induction hypothesis, assume that the root of the system modulo pℓ, (a0 + · · ·+
pℓ−1aℓ−1), gives a p-adic root, (â0, . . . , âℓ−1), of some Ĉ which is an absolutely irreducible component
of Îℓ−1 such that

t−1∑
i=0

piai ≡
t−1∑
i=0

piâi mod pt, for t ≤ ℓ . (9)

Let us consider the induction step. Consider f
(ℓ)
j (yℓ) = fj(y0 + . . .+ pℓ−1yℓ−1 + pℓyℓ) mod Ĉ,

where Ĉ is the component where the p-adic root (â0, . . . , âℓ−1) can be found. After substituting

the first ℓ variables by (â0, . . . , âℓ−1), f
(ℓ)
j (yℓ) has a root, say âℓ, modulo pℓ+1; simply because—

fj(a0 + . . . + pℓ−1aℓ−1 + pℓx) has the root aℓ modulo pℓ+1, and by the induction hypothesis
(esp. Equation 9). Like we did in the base case, we can consider two broad cases: âℓ is a non-singular
Fq-root, or it is a singular root (or a root whose preimage does not exist in the birationally equivalent
hypersurface of Lemma 4). In the first case, we find a suitably lifted root in Ĉ ∈ T itself. While in
the second case, we find a suitably lifted root in some lower-dimensional D̂ ∈ T (though with the
same {Î0, . . . , Îℓ−1}). Thus, in all cases we ensure that

â0 + . . .+ pℓ−1âℓ−1 + pℓâℓ ≡ (a0 + . . .+ pℓaℓ) mod pℓ+1,
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for the lifted Ĝ-root of some ideal Îℓ (which gets defined in Step 9 of Algorithm 1, possibly after
many backtrackings); finishing the induction step.

Thus, with ℓ = k − 1, we deduce: a is represented as a Ĝ-root of some ideal Îk−1 in L.

C An application: Finding small factors of f mod pk

In this section we will prove Theorem 2 and Corollary 3 i.e, we show how to efficiently find a ‘low’
ramification-degree factor of f(x) mod pk in randomized polynomial time. We achieve this via first
reducing the problem, in Sections C.1 and C.2, to finding a common zero of a system of multivariate
polynomial equations over a Galois ring of characteristic pk.

Assume the input f ∈ Z[x] to be monic mod pk (leading coefficient 1) as we can always remove the
factors, which are units in the ring (Z/⟨pk⟩)[x], by division. Also assume f ≡ φ(x)e +p ·h(x) mod pk

(i.e, f ≡ φe mod p), where φ ∈ Z[x] is an irreducible polynomial over Fp. Otherwise, using coprime
factorization mod p, we can efficiently find a non-trivial factor of f mod pk using Hensel’s Lemma
13. Let b := deg(φ), with deg(f) = b · e and deg(h) < deg(f).

In this case, finding a ramification-degree δ factor is reduced to finding a root of an E(y) ∈ Z[x, y]
modulo a bi-generated ideal ⟨pk, φ(x)ℓ⟩ (due to [DMS21], Theorem 14) where degy(E) < k and
ℓ = δ ·k. In Section C.1, we will focus on this root-finding job and reduce this to root finding modulo
a simpler ideal ⟨pk, φ(z), (x− z)ℓ⟩. Then in Section C.2, we further reduce this problem to solving a
system of multivariate polynomial equations modulo ⟨pk, φ(z)⟩ (namely, over the Galois ring).

C.1 Factoring over the Galois ring

We have f = φe + ph and prime power pk. Consider the Galois ring G := Z[z]/⟨pk, φ(z)⟩ where
z ∈ G be a root of the polynomial φ(x). Denote the roots of φ(x) in G by zi with z0 := z for
i ∈ {0, . . . , b− 1} (recall b = deg(φ)). Then, we know that zi ≡ zp

i
mod p for all i ∈ {0, . . . , b− 1}.

Let us denote the simpler Galois ring Z/⟨pk⟩ by G0. Following property of G is useful (proved in
[DMS19, Appendix A.1]).

Lemma 19 (Automorphisms of G). The Galois ring G ∼= Z[z]/⟨pk, φ(z)⟩ has exactly deg(φ) = b
many automorphisms ψj, for j ∈ {0, . . . , b − 1}, fixing G0 = Z/⟨pk⟩. Each ψj maps z0 → zj and
fixes only G0 if (j, b) = 1.

By Lemma 13, f in G factors as f =
∏b−1

i=0 fi, where fi(x) = (x−zi)e+phi(x) in G. In particular,
f0 = (x− z)e + ph0(x). We now use Lemma 19 to prove the following two lemmas, for connecting
ramified factors of f in G0[x] to ramified factors of fi’s in G[x].
Notation: We often denote u(x, z) ∈ G[x] by u(z) to highlight the relevant parameter ‘z’.

Lemma 20. If (φδ − py) | f(x) mod pk, for y ∈ G0[x], then for some u(x, z) ∈ G[x], ((x− zi)δ −
pu(zi)) | fi(x) mod ⟨pk, φ(z)⟩, for each i ∈ {0, . . . , b− 1}.

Proof. Let g := φδ − py. Then g | f in G0[x] and so in G[x]. Now (x− z)δ is a factor of g mod p, as
g ≡ φδ mod p, and so there is an u ∈ G[x] such that ((x−z)δ−pu(z)) is a factor of g (Hensel Lemma
13); thus factor of f (since g | f) in G[x]. Applying Lemma 19, we see that gi := ((x− zi)δ − pu(zi))
is a factor of f , for each i ∈ {0, . . . , b− 1}. Now, gi divides only fi mod p (by Hensel Lemma 13);
and this finishes the proof.

Lemma 21. If there exists u ∈ G[x] s.t. ((x − z)δ − pu(z)) | f(x) mod ⟨pk, φ(z)⟩ then we can
compute a y ∈ G0[x] such that (φδ − py) | f(x) mod pk.
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Proof. Let g0 := (x − z)δ − pu(z), and gi := (x − zi)δ − pu(zi), for all i ∈ [b − 1]. By applying
automorphisms ψi (Lemma 19) on g0, for i ∈ [b− 1], we can easily compute all other gi’s. Also, by
applying automorphisms ψi, for i ∈ [b− 1], we see that each gi divides f(x) in G[x] (since ψi keeps
G0 fixed and f ∈ G0[x]).

Now define g(x, z) :=
∏b−1

i=0 gi in G[x]. We see that all gi’s are coprime, since they are coprime
over the field G/⟨p⟩ (i.e, (x− zi)δ is co-prime to (x− zj)δ for i ̸= j). Hence, g(x, z) | f in G[x].

Applying map ψ1 on g(x, z) we see that g(x, z) remains unchanged over G; as gi’s permute
among each other. But ψ1 keeps G0, and only G0, fixed (Lemma 19); hence g ∈ G0[x] of degree δ · b.
So, we can rewrite g as g =: φδ − py, for a y ∈ G0[x].

The following extension of Reduction Theorem 14 of [DMS21], from G0 to the Galois ring G, is
evident.

Theorem 22 (Extended Reduction [DMS21]). We have ((x− zi)δ − pu(zi)) | fi(x) mod ⟨pk, φ(z)⟩
iff E(u) ≡ 0 mod ⟨pk, φ(z), (x − zi)

ℓ⟩, for all i ∈ {0, . . . , b − 1}; where ℓ := δ · k and E(u) :=
fi(x)[(x− zi)δ(k−1) + (x− zi)δ(k−2)(pu) + . . .+ (pu)k−1].

Thus we now focus on finding a root of E(u) in the ring G[x]/⟨(x− z)ℓ⟩.

C.2 Reduce root-finding in non-Galois ring to root-finding in Galois ring

In this section we show that finding a root of polynomial E(u), in the ring G[x]/⟨(x−z)ℓ⟩, is equivalent
to solving a system of ℓ polynomial equations in ℓ variables of degree same as degy(E) ≤ k − 1 over
Galois ring G. We achieve this by simply eliminating the variable x.

Theorem 23 (Reduction to HN). Given E(u) ∈ (Z[z, x])[u] and the ring G[x]/⟨(x − z)ℓ⟩ where
G = Z[z]/⟨pk, φ(z)⟩ as before. For new variable tuple u = (u0, . . . , uℓ−1) define a polynomial
Enew(u) ∈ (Z[z, x])[u] as Enew(u) := E(u0 + (x− z)u1 + · · ·+ (x− z)ℓ−1uℓ−1).

Let F(u) := {E0, . . . , Eℓ−1} be a system of polynomial equations, where Ei(u) ∈ (Z[z])[u] with
degz(Ei) < deg(φ(z)) and degu(Ei) < k, such that

Enew(u) ≡ E0(u) + E1(u) · (x− z) + · · ·+ Eℓ−1(u) · (x− z)ℓ−1 mod ⟨pk, φ(z), (x− z)ℓ⟩.

Then for a ∈ Gℓ, Enew(a) ≡ 0 mod ⟨pk, φ(z), (x− z)ℓ⟩ iff F(a) ≡ 0 mod ⟨pk, φ(z)⟩.

Proof. Following the definition of Enew(u), we can rewrite Enew(u), for some polynomials Ei(u) ∈
(Z[z])[u] as

Enew(u) = E0(u) + E1(u)(x− z) + · · ·+ Eℓ−1(u)(x− z)ℓ−1 .

Now, Enew(a) ≡ 0 mod ⟨pk, φ(z), (x− z)ℓ⟩
⇐⇒ Enew(a) =: tx(x− z)ℓ, for some tx ∈ G[x] .
⇐⇒ E0(a) + · · ·+ (x− z)ℓ−1Eℓ−1(a) = tx(x− z)ℓ .

Since degree wrt x of LHS is at most ℓ − 1, so (x − z)ℓ can not divide it over G. So Ei(a)
vanishes in G, for each i ∈ {0, . . . , ℓ− 1}. In other words, a is G-root of the system F(u).

Now we prove the other direction. Given that, Ei(a) ≡ 0 mod ⟨pk, φ(z)⟩, for each i ∈ {0, . . . , ℓ−
1}. We easily deduce: Enew(a) ≡ 0 mod ⟨pk, φ(z), (x− z)ℓ⟩ .

Moreover, this reduction is efficient when the parameter k is fixed; because degu(E) < k and so
Enew has at most

(
ℓ+k
ℓ

)
≤ (ℓ+ k)k monomials.

32



C.3 Algorithm: Proof of Theorem 2 & Corollary 3

Input: Given f ∈ Z[x] and a prime-power pk such that f ≡ φe mod p, where φ ∈ Z[x] is irreducible
mod p; and deg(f) = b · e, where b := deg(φ).

Output: A ramification-degree-δ factor g(x) of f(x) mod pk.

Algorithm 4 Factoring f(x) mod pk

1: procedure Factor(f(x), pk)
2: Let g = φδ − p · y, where y = y(x) is an unknown such that g | f mod pk.

3: Consider Galois ring G := Z[z]/⟨pk, φ(z)⟩, where φ(x) splits completely and z is a G-root of
φ(x). (Other roots are conjugates of z, by Lemma 19.)

4: Factorize φ(x) over G/⟨p⟩ into b linear (coprime) factors using [CZ81] and lift to G using

Hensel’s lifting to obtain a coprime factorization f =:
∏b−1

i=0 fi.

5: Over G, let g =:
∏b−1

i=0 gi be a coprime factorizations, such that gi | fi for all i (Lemma 20).

Fix j ∈ {0, . . . , b− 1} and consider gj =: (x− z)δ − pu.

6: Using Theorem 22 reduce to root-finding question of E(u) ≡ 0 mod ⟨pk, φ(z), (x−z)ℓ⟩, where

E(u) := fj · [(x− z)δ(k−1) + (x− z)δ(k−2)(pu) + · · ·+ (pu)k−1].

7: Substituting u→ u0 + (x− z)u1 + · · ·+ (x− z)ℓ−1uℓ−1, compute E0(u), . . . , Eℓ−1(u) ∈ G[u]
such that
E(u) =: E0 + (x− z)E1 + · · ·+ (x− z)ℓ−1Eℓ−1 mod ⟨pk, φ(z), (x− z)ℓ⟩.

8: Find a G-root (a0, . . . , aℓ−1) of the system F := {E0, . . . , Eℓ−1} using Algorithm 1.
9: if no solution exists then return {}, i.e. no such factor g exists.

10: u := a0 + (x− z)a1 + · · ·+ (x− z)ℓ−1aℓ−1 is a solution of E(u) mod ⟨pk, φ(z), (x− z)ℓ⟩ (from

Theorem 23). This gives us the factor gj = (x− z)δ − pu (Theorem 22).

11: Using G-automorphisms (Lemma 21 & Step 4), we can compute g = φδ − py from gj .
12: return g

Remark 3. One can ask for a simpler Nullstellensatz approach: Why do we not reduce root-finding
of E(u) mod ⟨pk, φ(z), (x− z)ℓ⟩ to directly solving a system of equations modulo p, instead of modulo
pk? For e.g., by further substituting ui → ui,0 + pui,1 + . . .+ pk−1ui,k−1, for each i ∈ {0, . . . , ℓ− 1},
ui,j’s in Fp?

The issue is that we need to divide functions of ui,j’s by p; and this only makes sense when we
think of ui,j’s as p-adic. See Example 1 for a more concrete discussion.

Now we prove Theorem 2 in a way that already subsumes Corollary 3.

Proof of Theorem 2. We have f(x) = φ(x)e + ph(x) and prime-power is pk. A factor g of f mod pk

has the form g = φδ − py (ramification-degree δ) where we want to compute y ∈ G0[x] such that
deg(y) < δ deg(φ); to keep g monic.

Now over G, f and g have coprime factorizations as f =
∏b−1

j=0 fj and
∏b−1

j=0 gj . By Lemma 20 if

g | f mod pk then gj | fj over G, for all j. For a fixed i ∈ {0, . . . , b− 1}, let fi =: (x− z)e + phi(x, z)
and gi =: (x− z)δ − pu(x, z) (where u is unknown). Using Lemmas 20 and 21, it is sufficient to find
unknown gi. Computing factorizations of f and φ (using Hensel lifting 13) and getting g from gi
(Lemma 21) takes time poly(deg(f), k log p).
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Using Theorem 22, finding gi is reduced to finding a root, of E(u) := fi · [(x − z)δ(k−1) +
(x− z)δ(k−2)(pu) + · · ·+ (pu)k−1], in G[x]/⟨(x− z)ℓ⟩, where ℓ := δk. Computing E(u) takes time
poly(deg(f), ℓ, log p).

By Theorem 23, finding a root of E(u) in G[x]/⟨(x−z)ℓ⟩ is reduced to finding G-root of a system of
ℓ-variate ℓ polynomial equations F := {E0(u), . . . , Eℓ−1(u)} of degree at most k−1. Using Theorem
1, we get a solution of F in G. This immediately gives us a root u of E(u) mod ⟨pk, φ(z), (x− z)ℓ⟩;
thus we find the factor gi = (x− z)δ − pu. The time complexity is dominated by time taken to find

a solution of F ; which is poly(deg(F)(ℓk)
O((ℓk)2)

, log p,deg(f)).

Since deg(F) < k and ℓ = δk, so the total time taken is poly(k(δk
2)O((δk2)2)

, log p,deg(f)). Since
δ + k is constant, the time complexity becomes poly(deg(f), log p).
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