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Background:
No prerequisite except a clear mathematical thinking. But students who
are also aware of the basics of computation - Turing machines, complexity
classes, P, NP, probabilistic methods - will find the course especially inter-
esting.

Outline:
In this course we will study how randomness helps in designing algorithms
and how randomness can be removed from algorithms.

We will start by formalizing computation in terms of algorithms and cir-
cuits. We will see an example of randomized algorithms, identity testing, and
prove that eliminating randomness would require proving hardness results.
We then prove a hardness result for the problem of parity using randomized
methods. We construct certain graphs called expanders that are useful in
reducing randomness in algorithms. These lead to a surprising logarithmic-
space algorithm for checking connectivity in graphs. We show that if there
is hardness in nature then randomness cannot exist! This we prove by devel-
oping pseudo-random generators. We show how to extract randomness from
a weakly random source by using extractors. Finally, we show how to prob-
abilistically check proofs (PCP) and prove the hardness of approximating
some NP-hard problems.


