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0. INTRODUCTION

In a very rough sketch we explain what algebraic geometry is about and what it can be
used for. We stress the many correlations with other fields of research, such as com-
plex analysis, topology, differential geometry, singularity theory, computer algebra,
commutative algebra, number theory, enumerative geometry, and even theoretical
physics. The goal of this section is just motivational; you will not find definitions or
proofs here (and probably not even a mathematically precise statement).

0.1. What is algebraic geometry? To start from something that you probably know, we
can say that algebraic geometry is the combination oflinear algebraandalgebra:

• In linear algebra, we study systems of linear equations in several variables.
• In algebra, we study (among other things) polynomial equations in one variable.

Algebraic geometry combines these two fields of mathematics by studying systems of
polynomial equations in several variables.

Given such a system of polynomial equations, what sort of questions can we ask? Note
that we cannot expect in general to write down explicitly all the solutions: we know from
algebra that even a single complex polynomial equation of degreed > 4 in one variable
can in general not be solved exactly. So we are more interested in statements about the
geometric structure of the set of solutions. For example, in the case of a complex polyno-
mial equation of degreed, even if we cannot compute the solutions we know that there are
exactlyd of them (if we count them with the correct multiplicities). Let us now see what
sort of “geometric structure” we can find in polynomial equations in several variables.

Example 0.1.1. Probably the easiest example that is covered neither in linear algebra nor
in algebra is that of a single polynomial equation in two variables. Let us consider the
following example:

Cn = {(x,y) ∈ C2 ; y2 = (x−1)(x−2) · · ·(x−2n)} ⊂ C2,

wheren≥ 1. Note that in this case it is actually possible to write down all the solutions,
because the equation is (almost) solved fory already: we can pickx to be any complex
number, and then get two values fory — unlessx∈ {1, . . . ,2n}, in which case we only get
one value fory (namely 0).

So it seems that the set of equations looks like two copies of the complex plane with the
two copies of each point 1, . . . ,2n identified: the complex plane parametrizes the values
for x, and the two copies of it correspond to the two possible values fory, i.e. the two roots
of the number(x−1) · · ·(x−2n).

This is not quite true however, because a complex non-zero number does not have a
distinguished first and second root that could correspond to the first and second copy of
the complex plane. Rather, the two roots of a complex number get exchanged if you run
around the origin once: if we consider a path

x = r eiϕ for 0≤ ϕ≤ 2π and fixedr > 0

around the complex origin, the square root of this number would have to be defined by
√

x =
√

r e
iϕ
2

which gives opposite values atϕ = 0 andϕ = 2π. In other words, if inCn we run around
one of the points 1, . . . ,2n, we go from one copy of the plane to the other. The way to draw
this topologically is to cut the two planes along the lines[1,2], . . . , [2n−1,2n], and to glue
the two planes along these lines as in this picture (lines marked with the same letter are to
be identified):



2 Andreas Gathmann

C

C

A

B
C

D
E

F

A

B

C

D

E

F

2
3

4
5

6

1

1
2

3
4

5
6

glue

To make the picture a little nicer, we can compactify our set by adding two points at infinity,
in the same way as we go fromC to C∞ by adding a point∞. If we do this here, we end up
with a compact surface withn−1 handles:

add points

at infinity

Such an object is called a surfaceof genus n−1; the example above shows a surface of
genus 2.

Example 0.1.2. Example 0.1.1 is a little “cheated” because we said before that we want
to figure out the geometric structure of equations that we cannot solve explicitly. In the
example however, the polynomial equation was chosen so that we could solve it, and in
fact we used this solution to construct the geometric picture. Let us see now what we can
still do if we make the polynomial more complicated.

What happens if we consider

Cn = {(x,y) ∈ C2 ; y2 = f (x)} ⊂ C2,

with f some polynomial inx of degree 2n? Obviously, as long as the 2n roots of f are
still distinct, the topological picture does not change. But if two of the roots approach
each other and finally coincide, this has the effect of shrinking one of the tubes connecting
the two planes until it finally reduces to a “singular point” (also called anode), as in the
following picture on the left:

=

glue
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Obviously, we can view this as a surface with one handle less, where in addition we identify
two of the points (as illustrated in the picture on the right). Note that we can still see the
“handles” when we draw the surface like this, just that one of the handles results from the
glueing of the two points.

Example 0.1.3.You have probably noticed that the polynomial equation of example 0.1.2
could be solved directly too. Let us now consider

Cd = {(x,y) ∈ C2 ; f (x,y) = 0} ⊂ C2,

wheref is an arbitrary polynomial of degreed. This is an equation that we certainly cannot
solve directly if f is sufficiently general. Can we still deduce the geometric structure ofC?

In fact, we can do this with the idea of example 0.1.2. We saw there that the genus
of the surface does not change if we perturb the polynomial equation, even if the surface
acquires singular points (provided that we know how to compute the genus of such a sin-
gular surface). So why not deform the polynomialf to something singular that is easier to
analyze? Probably the easiest thing that comes into mind is to degenerate the polynomial
f of degreed into a product ofd linear equations̀1, . . . , `d:

C′d = {(x,y) ∈ C2 ; `1(x,y) · · ·`d(x,y) = 0} ⊂ C2,

This surface should have the same “genus” as the originalCd.

It is easy to see whatC′d looks like: of course it is just a union ofd lines. Any two of
them intersect in a point, and we can certainly choose the lines so that no three of them
intersect in a point. The picture below showsC′d for d = 3 (note that every line is — after
compactifying — just the complex sphereC∞).

What is the genus of this surface? In the picture above it is obvious that we have one loop;
so if d = 3 we get a surface of genus 1. What is the general formula? We haved spheres,
and every two of them connect in a pair of points, so in total we have

(d
2

)
connections. But

d−1 of them are needed to glue thed spheres to a connected chain without loops; only
the remaining ones then add a handle each. So the genus ofC′d (and hence ofCd) is(

d
2

)
− (d−1) =

(
d−1

2

)
.

This is commonly called thedegree-genus formulafor plane curves.

Remark0.1.4. One of the trivial but common sources for misunderstandings is whether we
count dimensions overC or overR. The examples considered above arereal surfaces(the
dimension overR is 2), butcomplex curves(the dimension overC is 1). We have used the
word “surface” as this fitted best to the pictures that we have drawn. When looking at the
theory however, it is usually best to call these objects curves. In what follows, we always
mean the dimension overC unless stated otherwise.

Remark0.1.5. What we should learn from the examples above:

• Algebraic geometry can make statements about the topological structure of ob-
jects defined by polynomial equations. It is therefore related totopologyand
differential geometry(where similar statements are deduced using analytic meth-
ods).
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• The geometric objects considered in algebraic geometry need not be smooth (i.e.
they need not bemanifolds). Even if our primary interest is in smooth objects,
degenerations to singular objects can greatly simplify a problem (as in example
0.1.3). This is a main point that distinguishes algebraic geometry from other
“geometric” theories (e.g. differential or symplectic geometry). Of course, this
comes at a price: our theory must be strong enough to include such singular
objects and make statements how things vary when we degenerate from smooth
to singular objects. In this regard, algebraic geometry is related tosingularity
theorywhich studies precisely these questions.

Remark0.1.6. Maybe it looks a bit restrictive to allow only algebraic (polynomial) equa-
tions to describe our geometric objects. But in fact it is a deep theorem that forcompact
objects, we would not get anything different if we allowedholomorphicequations too. In
this respect, algebraic geometry is very much related (and in certain cases identical) to
complex (analytic) geometry. The easiest example of this correspondence is that a holo-
morphic map from the Riemann sphereC∞ to itself must in fact be a rational map (i.e. the
quotient of two polynomials).

Example 0.1.7.Let us now turn our attention to the next more complicated objects, namely
complex surfaces in 3-space. We just want to give one example here. LetS be thecubic
surface

S= {(x,y,z) ; 1+x3 +y3 +z3− (1+x+y+z)3 = 0} ⊂ C3.

As this object has real dimension 4, it is impossible to draw pictures of it that reflect its
topological properties correctly. Usually, we overcome this problem by just drawing the
real part, i.e. we look for solutions of the equation over the real numbers. This then gives a
real surface inR3 that we can draw. We should just be careful about which statements we
can claim to “see” from this incomplete geometric picture.

The following picture shows the real part of the surfaceS:

In contrast to our previous examples, we have now used alinear projection to map the real
3-dimensional space onto the drawing plane.

We see that there are some lines contained inS. In fact, one can show thateverysmooth
cubic surface has exactly 27 lines on it (see section 4.5 for details). This is another sort of
question that one can ask about the solutions of polynomial equations, and that is not of
topological nature: do they contain curves with special properties (in this case lines), and if
so, how many? This branch of algebraic geometry is usually calledenumerative geometry.

Remark0.1.8. It is probably surprising that algebraic geometry, in particular enumerative
geometry, is very much related totheoretical physics. In fact, many results in enumerative
geometry have been found by physicists first.

Why are physicists interested e.g. in the number of lines on the cubic surface? We try
to give a short answer to this (that is necessarily vague and incomplete): There is a branch
of theoretical physics calledstring theorywhose underlying idea is that the elementary
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particles (electrons, quarks,. . . ) might not be point-like, but rather one-dimensional objects
(the so-called strings), that are just so small that their one-dimensional structure cannot be
observed directly by any sort of physical measurement. When these particles move in time,
they sweep out a surface in space-time. For some reason this surface has a natural complex
structure coming from the underlying physical theory.

Now the same idea applies to space-time in general: string theorists believe that space-
time is not 4-dimensional as we observe it, but rather has some extra dimensions that are
again so small in size that we cannot observe them directly. (Think e.g. of a long tube
with a very small diameter — of course this is a two-dimensional object, but if you look at
this tube from very far away you cannot see the small diameter any more, and the object
looks like a one-dimensional line.) These extra dimensions are parametrized by a space
that sometimes has a complex structure too; it might for example be the complex cubic
surface that we looked at above.

So in this case we’re in fact looking at complex curves in a complex surface. A priori,
these curves can sit in the surface in any way. But there areequations of motionthat tell
you how these curves will sit in the ambient space, just as in classical mechanics it follows
from the equations of motion that a particle will move on a straight line if no forces apply
to it. In our case, the equations of motion say that the curve must mapholomorphically
to the ambient space. As we said in remark 0.1.6 above, this is equivalent to saying that
we must have algebraic equations that describe the curve. So we are looking at exactly the
same type of questions as we did in example 0.1.7 above.

Example 0.1.9. Let us now have a brief look at curves in 3-dimensional space. Consider
the example

C = {(x,y,z) = (t3, t4, t5) ; t ∈ C} ⊂ C3.

We have given this curve parametrically, but it is in fact easy to see that we can give it
equally well in terms of polynomial equations:

C = {(x,y,z) ; x3 = yz, y2 = xz, z2 = x2y}.

What is striking here is that we havethreeequations, although we would expect that a
one-dimensional object in three-dimensional space should be given by two equations. But
in fact, if you leave out any of the above three equations, you’re changing the set that it
describes: if you leave out e.g. the last equationz2 = x2y, you would get the wholez-axis
{x = y = 0} as additional points that do satisfy the first two equations, but not the last one.

So we see another important difference to linear algebra: it is not true that every object
of codimensiond can be given byd equations. Even worse, if you are givend equations,
it is in general a very difficult task to figure out what dimension their solution has. There
do exist algorithms to find this out for any given set of polynomials, but they are so com-
plicated that you will in general want to use a computer program to do that for you. This
is a simple example of an application ofcomputer algebrato algebraic geometry.

Remark0.1.10. Especially the previous example 0.1.9 is already very algebraic in nature:
the question that we asked there does not depend at all on the ground field being the com-
plex numbers. In fact, this is a general philosophy: even if algebraic geometry describes
geometric objects (when viewed over the complex numbers), most methods do not rely
on this, and therefore should be established in purely algebraic terms. For example, the
genus of a curve (that we introduced topologically in example 0.1.1) can be defined in
purely algebraic terms in such a way that all the statements from complex geometry (e.g.
the degree-genus formula of example 0.1.3) extend to this more general setting. Many
geometric questions then reduce to purecommutative algebra, which is in some sense the
foundation of algebraic geometry.



6 Andreas Gathmann

Example 0.1.11. The most famous application of algebraic geometry to ground fields
other than the complex numbers is certainly Fermat’s Last Theorem: this is just the state-
ment that the algebraic curveover the rational numbers

C = {(x,y) ∈Q2 ; xn +yn = 1} ⊂Q2

contains only the trivial points wherex= 0 ory= 0. Note that this is very different from the
case of the ground fieldC, where we have seen in example 0.1.3 thatC is a curve of genus(n−1

2

)
. But a lot of the theory of algebraic geometry applies to the rational numbers (and

related fields) as well, so if you look at the proof of Fermat’s theorem (which you most
probably will not understand) you will notice that it uses e.g. the concepts of algebraic
curves and their genus all over the place, although the corresponding point setC contains
only some trivial points. So, in some sense, we can view(algebraic) number theoryas a
part of algebraic geometry.

Remark0.1.12. With this many relations to other fields of mathematics (and physics), it
is obvious that we have to restrict our attention in this class to quite a small subset of the
possible applications. Although we will develop the general theory of algebraic geometry,
our focus will mainly be on geometric questions, neglecting number-theoretic aspects most
of the time. So, for example, if we say “letk be an algebraically closed field”, feel free to
read this as “letk be the complex numbers” and think about geometry rather than algebra.

Every now and then we will quote results from or give applications to other fields of
mathematics. This applies in particular to commutative algebra, which provides some of
the basic foundations of algebraic geometry. So unless you want to take commutative
algebra as a black box that spits out a useful theorem from time to time (which is possible
but not recommended), you should get some background in commutative algebra while
learning algebraic geometry. Some knowledge about geometric objects occurring in other
fields of mathematics (manifolds, projective spaces, differential forms, vector bundles, . . . )
is helpful but not necessary. We will develop these concepts along the way as we need
them.

0.2. Exercises.Note: As we have not developed any theory yet, you are not expected
to be able to solve the following problems in a mathematically precise way. Rather, they
are just meant as some “food for thought” if you want to think a little further about the
examples considered in this section.

Exercise 0.2.1.What do we get in example 0.1.1 if we consider the equation

C′n = {(x,y) ∈ C2 ; y2 = (x−1)(x−2) · · ·(x− (2n−1))} ⊂ C2

instead?

Exercise 0.2.2.(For those who know something about projective geometry:) In example
0.1.3, we argued that a polynomial of degreed in two complex variables gives rise to a
surface of genus

(d−1
2

)
. In example 0.1.1 however, a polynomial of degree 2n gave us a

surface of genusn−1. Isn’t that a contradiction?

Exercise 0.2.3.

(i) Show that the space of lines inCn has dimension 2n−2. (Hint: use that there is
a unique line through any two given points inCn.)

(ii) Let S⊂ C3 be a cubic surface, i.e. the zero locus of a polynomial of degree 3 in
the three coordinates ofC3. Find an argument why you would expect there to be
finitely many lines inS(i.e. why you would expect the dimension of the space of
lines inS to be 0-dimensional). What would you expect if the equation ofShas
degree less than or greater than 3?
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Exercise 0.2.4.Let Sbe the specific cubic surface

S= {(x,y,z) ; x3 +y3 +z3 = (x+y+z)3} ⊂ C3.

(i) Show that there are exactly 3 lines contained inS.
(ii) Using the description of the space of lines of exercise 0.2.3, try to find an argu-

ment why these 3 lines should be counted with multiplicity 9 each (in the same
way as e.g. double roots of a polynomial should be counted with multiplicity 2).
We can then say that there are 27 lines onS, counted with their correct multiplic-
ities.

(Remark: It is actually possible to prove that the number of lines on a cubic surface does
not depend on the specific equation of the surface. This then shows, together with this
exercise, that every cubic surface has 27 lines on it. You need quite a lot of theoretical
background however to make this into a rigorous proof.)

Exercise 0.2.5.Show that if you replace the three equations defining the curveC in exam-
ple 0.1.9 by

(i) x3 = y2,x5 = z2,y5 = z4, or
(ii) x3 = y2,x5 = z2,y5 = z3 + ε for small but non-zeroε,

the resulting set of solutions is in fact 0-dimensional, as you would expect it from three
equations in three-dimensional space. So we see that very small changes in the equations
can make a very big difference in the result. In other words, we usually cannot apply
numerical methods to our problems, as very small rounding errors can change the result
completely.

Exercise 0.2.6.Let X be the set of all complex 2×3 matrices of rank at most 1, viewed as
a subset of theC6 of all 2×3 matrices. Show thatX has dimension 4, but that you need 3
equations to defineX in the ambient 6-dimensional spaceC6.
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1. AFFINE VARIETIES

A subset of affine n-space An over a field k is called an algebraic set if it can be
written as the zero locus of a set of polynomials. By the Hilbert basis theorem, this
set of polynomials can be assumed to be finite. We define the Zariski topology on An

(and hence on any subset of An) by declaring the algebraic sets to be the closed sets.
Any algebraic set X ⊂An has an associated radical ideal I(X)⊂ k[x1, . . . ,xn] that

consists of those functions that vanish on X. Conversely, for any radical ideal I there
is an associated algebraic set Z(I) which is the common zero locus of all functions
in I . If k is algebraically closed, Hilbert’s Nullstellensatz states that this gives in
fact a one-to-one correspondence between algebraic sets in An and radical ideals in
k[x1, . . . ,xn].

An algebraic set (or more generally any topological space) is called irreducible
if it cannot be written as a union of two proper closed subsets. Irreducible algebraic
sets in An are called affine varieties. Any algebraic set in An can be decomposed
uniquely into a finite union of affine varieties. Under the correspondence mentioned
above, affine varieties correspond to prime ideals. The dimension of an algebraic set
(or more generally of a topological space) is defined to be the length of the longest
chain of irreducible closed subsets minus one.

1.1. Algebraic sets and the Zariski topology.We have said in the introduction that we
want to consider solutions of polynomial equations in several variables. So let us now
make the obvious definitions.

Definition 1.1.1. Let k be a field (recall that you may think of the complex numbers if you
wish). We defineaffinennn-spaceoverk, denotedAn, to be the set of alln-tuples of elements
of k:

An := {(a1, . . . ,an) ; ai ∈ k for 1≤ i ≤ n}.
The elements of the polynomial ring

k[x1, . . . ,xn] :={polynomials in the variablesx1, . . . ,xn overk}
={∑

I
aI x

I ; aI ∈ k}

(with the sum taken over all multi-indicesI = (i1, . . . , in) with i j ≥ 0 for all 1≤ j ≤ n)
define functions onAn in the obvious way. For a given setS⊂ k[x1, . . . ,xn] of polynomials,
we call

Z(S)Z(S)Z(S) := {P∈ An ; f (P) = 0 for all f ∈ S} ⊂ An

thezero setof S. Subsets ofAn that are of this form for someSare calledalgebraic sets.
By abuse of notation, we also writeZ( f1, . . . , fi) for Z(S) if S= { f1, . . . , fi}.

Example 1.1.2.Here are some simple examples of algebraic sets:

(i) Affine n-space itself is an algebraic set:An = Z(0).
(ii) The empty set is an algebraic set:/0 = Z(1).

(iii) Any single point inAn is an algebraic set:(a1, . . . ,an) = Z(x1−a1, . . . ,xn−an).
(iv) Linear subspaces ofAn are algebraic sets.
(v) All the examples from section 0 are algebraic sets: e.g. the curves of examples

0.1.1 and 0.1.3, and the cubic surface of example 0.1.7.

Remark1.1.3. Of course, different subsets ofk[x1, . . . ,xn] can give rise to the same alge-
braic set. Two trivial cases are:

(i) If two polynomials f andg are already inS, then we can also throw inf + g
without changingZ(S).

(ii) If f is in S, andg is any polynomial, then we can also throw inf · g without
changingZ(S).



1. Affine varieties 9

Recall that a subsetS of a commutative ringR (in our case,R = k[x1, . . . ,xn]) is called
an ideal if it is closed both under addition and under multiplication with arbitrary ring
elements. IfS⊂ R is any subset, the set

(S) = { f1g1 + · · ·+ fmgm ; fi ∈ S, gi ∈ R}
is called theideal generated byS; it is obviously an ideal. So what we have just said
amounts to stating thatZ(S) = Z((S)). It is therefore sufficient to only look at the cases
whereS is an ideal ofk[x1, . . . ,xn].

There is a more serious issue though that we will deal with in section 1.2: a functionf
has the same zero set as any of its powersf i ; so e.g.Z(x1) = Z(x2

1) (although the ideals
(x1) and(x2

1) are different).

We will now address the question whether any algebraic set can be defined by afinite
number of polynomials. Although this is entirely a question of commutative algebra about
the polynomial ringR= k[x1, . . . ,xn], we will recall here the corresponding definition and
proposition.

Lemma and Definition 1.1.4. Let R be a ring. The following two conditions are equiva-
lent:

(i) Every ideal in R can be generated by finitely many elements.
(ii) R satisfies theascending chain condition: every (infinite) ascending chain of

ideals I1 ⊂ I2 ⊂ I3 ⊂ ·· · is stationary, i.e. we must have Im = Im+1 = Im+2 = · · ·
for some m.

If R satisfies these conditions, it is calledNoetherian.

Proof. (i) ⇒ (ii): Let I1 ⊂ I2 ⊂ ·· · be an infinite ascending chain of ideals inR. Then
I := ∪i Ii is an ideal ofR as well; so by assumption (i) it can be generated by finitely many
elements. These elements must already be contained in one of theIm, which means that
Im = Im+1 = · · · .

(ii) ⇒ (i): Assume that there is an idealI that cannot be generated by finitely many
elements. Then we can recursively construct elementsfi in I by picking f1 ∈ I arbitrary
and fi+1 ∈ I\( f1, . . . , fi). It follows that the sequence of ideals

( f1)⊂ ( f1, f2)⊂ ( f1, f2, f3)⊂ ·· ·
is not stationary. �

Proposition 1.1.5. (Hilbert basis theorem) If R is a Noetherian ring then so is R[x]. In
particular, k[x1, . . . ,xn] is Noetherian; so every algebraic set can be defined by finitely
many polynomials.

Proof. Assume thatI ⊂ R[x] is an ideal that is not finitely generated. Then we can define
a sequence of elementsfi ∈ I as follows: let f0 be a non-zero element ofI of minimal
degree, and letfi+1 be an element ofI of minimal degree inI\( f0, . . . , fi). Obviously,
degfi ≤ degfi+1 for all i by construction.

For all i let ai ∈ R be the leading coefficient offi , and letIi = (a0, . . . ,ai)⊂ R. As R is
Noetherian, the chain of idealsI0 ⊂ I1 ⊂ ·· · in R is stationary. Hence there is anm such
that am+1 ∈ (a0, . . . ,am). Let r0, . . . , rm ∈ R such thatam+1 = ∑m

i=0 r iai , and consider the
polynomial

f = fm+1−
m

∑
i=0

xdegfm+1−degfi r i fi .

We must havef ∈ I\( f0, . . . , fm), as otherwise the above equation would imply thatfm+1∈
( f0, . . . , fm). But by construction the coefficient off of degree degfm+1 is zero, so degf <
degfm+1, contradicting the choice offm+1. HenceR[x] is Noetherian.
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In particular, ask is trivially Noetherian, it follows by induction thatk[x1, . . . ,xn] is. �

We will now return to the study of algebraic sets and make them into topological spaces.

Lemma 1.1.6.

(i) If S1⊂ S2⊂ k[x1, . . . ,xn] then Z(S2)⊂ Z(S1)⊂ An.
(ii) If {Si} is a family of subsets of k[x1, . . . ,xn] then

T
i Z(Si) = Z(

S
i Si)⊂ An.

(iii) If S1,S2⊂ k[x1, . . . ,xn] then Z(S1)∪Z(S2) = Z(S1S2)⊂ An.

In particular, arbitrary intersections and finite unions of algebraic sets are again algebraic
sets.

Proof. (i) and (ii) are obvious, so let us prove (iii). “⊂”: If P ∈ Z(S1)∪Z(S2) thenP ∈
Z(S1) or P∈ Z(S2). In particular, for anyf1 ∈S1, f2 ∈S2, we havef1(P) = 0 or f2(P) = 0,
so f1 f2(P) = 0. “⊃”: If P /∈ Z(S1)∪ Z(S2) then P /∈ Z(S1) and P /∈ Z(S2). So there
are functionsf1 ∈ S1 and f2 ∈ S2 that do not vanish atP. Hence f1 f2(P) 6= 0, soP /∈
Z(S1S2). �

Remark1.1.7. Recall that atopology on any setX can be defined by specifying which
subsets ofX are to be considered closed sets, provided that the following conditions hold:

(i) The empty set/0 and the whole spaceX are closed.
(ii) Arbitrary intersections of closed sets are closed.

(iii) Finite unions of closed sets are closed.

Note that the standard definition of closed subsets ofRn that you know from real analysis
satisfies these conditions.

A subsetY of X is then called open if its complementX\Y is closed. IfX is a topological
space andY ⊂ X any subset,Y inherits aninduced subspace topologyby declaring the
sets of the formY∩Z to be closed wheneverZ is closed inX. A map f : X→Y is called
continuousif inverse images of closed subsets are closed. (For the standard topology ofRn

from real analysis and the standard definition of continuous functions, it is a theorem that
a function is continuous if and only if inverse images of closed subsets are closed.)

Definition 1.1.8. We define theZariski topology on An to be the topology whose closed
sets are the algebraic sets (lemma 1.1.6 tells us that this gives in fact a topology). Moreover,
any subsetX of An will be equipped with the topology induced by the Zariski topology on
An. This will be called the Zariski topology onX.

Remark1.1.9. In particular, using the induced subspace topology, this defines the Zariski
topology on any algebraic setX ⊂ An: the closed subsets ofX are just the algebraic sets
Y ⊂ An contained inX.

The Zariski topology is the standard topology in algebraic geometry. So whenever
we use topological concepts in what follows we refer to this topology (unless we specify
otherwise).

Remark1.1.10. The Zariski topology is quite different from the usual ones. For example,
on An, a closed subset that is not equal toAn satisfies at least one non-trivial polynomial
equation and has therefore necessarily dimension less thann. So the closed subsets in
the Zariski topology are in a sense “very small”. It follows from this that any two non-
empty open subsets ofAn have a non-empty intersection, which is also unfamiliar from the
standard topology of real analysis.

Example 1.1.11. Here is another example that shows that the Zariski topology is “un-
usual”. The closed subsets ofA1 besides the whole space and the empty set are exactly the
finite sets. In particular, iff : A1→A1 is anybijection, thenf is a homeomorphism. (This
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last statement is essentially useless however, as we will not define morphisms between
algebraic sets as just being continuous maps with respect to the Zariski topology. In fact,
this example gives us a strong hint that we should not do so.)

1.2. Hilbert’s Nullstellensatz. We now want to establish the precise connection between
algebraic sets inAn and ideals ink[x1, . . . ,xn], hence between geometry and algebra. We
have already introduced the operationZ(·) that takes an ideal (or any subset ofk[x1, . . . ,xn])
to an algebraic set. Here is an operation that does the opposite job.

Definition 1.2.1. For a subsetX ⊂ An, we call

I(X)I(X)I(X) := { f ∈ k[x1, . . . ,xn] ; f (P) = 0 for all P∈ X} ⊂ k[x1, . . . ,xn]

the ideal of X (note that this is in fact an ideal).

Remark1.2.2. We have thus defined a two-way correspondence{
algebraic sets

in An

} I−→
Z←−

{
ideals in

k[x1, . . . ,xn]

}
.

We will now study to what extent these two maps are inverses of each other.

Remark1.2.3. Let us start with the easiest case of algebraic sets and look at points inAn.
Points are minimal algebraic sets, so by lemma 1.1.6 (i) they should correspond to maximal
ideals. In fact, the point(a1, . . . ,an)∈An is the zero locus of the idealI = (x1−a1, . . . ,xn−
an). Recall from commutative algebra that an idealI of a ring R is maximal if and only
if R/I is a field. So in our caseI is indeed maximal, ask[x1, . . . ,xn]/I ∼= k. However,
for generalk there are also maximal ideals that are not of this form, e.g.(x2 + 1) ⊂ R[x]
(whereR[x]/(x2 +1) ∼= C). The following proposition shows that this cannot happen ifk
is algebraically closed, i.e. if every non-constant polynomial ink[x] has a zero.

Proposition 1.2.4. (Hilbert’s Nullstellensatz(“theorem of the zeros”)) Assume that k is
algebraically closed (e.g. k= C). Then the maximal ideals of k[x1, . . . ,xn] are exactly the
ideals of the form(x1−a1, . . . ,xn−an) for some ai ∈ k.

Proof. Again this is entirely a statement of commutative algebra, so you can just take it on
faith if you wish (in fact, many textbooks on algebraic geometry do so). For the sake of
completeness we will give a short proof here in the casek = C that uses only some basic
algebra; but feel free to ignore it if it uses concepts that you do not know. A proof of the
general case can be found e.g. in [Ha] proposition 5.18.

So assume thatk = C. From the discussion above we see that it only remains to show
that any maximal idealm is contained in an ideal of the form(x1−a1, . . . ,xn−an).

As C[x1, . . . ,xn] is Noetherian, we can writem = ( f1, . . . , fr) for somefi ∈C[x1, . . . ,xn].
Let K be the subfield ofC obtained by adjoining toQ all coefficients of thefi . We will
now restrict coefficients to this subfieldK, so letm0 = m∩K[x1, . . . ,xn]. Note that then
m = m0 ·C[x1, . . . ,xn], as the generatorsfi of m lie in m0.

Note thatm0 ⊂ K[x1, . . . ,xn] is a maximal ideal too, because if we had an inclusion
m0 ( m′0 ( K[x1, . . . ,xn] of ideals, this would give us an inclusionm ( m′ ( C[x1, . . . ,xn]
by taking the product withC[x1, . . . ,xn]. (This last inclusion has to be strict as intersecting
it with K[x1, . . . ,xn] gives the old idealsm0 ( m′0 back again.)

SoK[x1, . . . ,xn]/m0 is a field. We claim that there is an embeddingK[x1, . . . ,xn]/m0 ↪→
C. To see this, split the field extensionK[x1, . . . ,xn]/m0 : Q into a purely transcendental
partL : Q and an algebraic partK[x1, . . . ,xn]/m0 : L. As K[x1, . . . ,xn]/m0 and henceL is
finitely generated overQ whereasC is of infinite transcendence degree overQ, there is an
embeddingL⊂ C. Finally, asK[x1, . . . ,xn]/m0 : L is algebraic andC algebraically closed,
this embedding can be extended to give an embeddingK[x1, . . . ,xn]/m0⊂ C.
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Let ai be the images of thexi under this embedding. Thenfi(a1, . . . ,an) = 0 for all i by
construction, sofi ∈ (x1−a1, . . . ,xn−an) and hencem⊂ (x1−a1, . . . ,xn−an). �

Remark1.2.5. The same method of proof can be used for any algebraically closed fieldk
that has infinite transcendence degree over the prime fieldQ or Fp.

Corollary 1.2.6. Assume that k is algebraically closed.

(i) There is a 1:1 correspondence

{points inAn}←→ {maximal ideals of k[x1, . . . ,xn]}

given by(a1, . . . ,an)←→ (x1−a1, . . . ,xn−an).
(ii) Every ideal I( k[x1, . . . ,xn] has a zero inAn.

Proof. (i) is obvious from the Nullstellensatz, and (ii) follows in conjunction with lemma
1.1.6 (i) as every ideal is contained in a maximal one. �

Example 1.2.7. We just found a correspondence between points ofAn and certain ideals
of the polynomial ring. Now let us try to extend this correspondence to more complicated
algebraic sets than just points. We start with the case of a collection of points inA1.

(i) Let X = {a1, . . . ,ar} ⊂ A1 be a finite algebraic set. Obviously,I(X) is then gen-
erated by the function(x− a1) · · ·(x− ar), andZ(I(X)) = X again. SoZ is an
inverse ofI .

(ii) Conversely, letI ⊂ k[x] be an ideal (not equal to(0) or (1)). As k[x] is a principal
ideal domain, we haveI = ( f ) for some non-constant monic functionf ∈ k[x].
Now for the correspondence to work at all, we have to require thatk be alge-
braically closed: for iff had no zeros, we would haveZ(I) = /0, andI(Z(I)) = (1)
would give us back no information aboutI at all. But if k is algebraically closed,
we can writef = (x−a1)m1 · · ·(x−ar)mr with theai distinct andmi > 0. Then
Z(I) = {a1, . . . ,ar} and thereforeI(Z(I)) is generated by(x−a1) · · ·(x−ar), i.e.
all exponents are reduced to 1. Another way to express this fact is that a function
is in I(Z(I)) if and only if some power of it lies inI . We write this asI(Z(I)) =

√
I ,

where we use the following definition.

Definition 1.2.8. For an idealI ⊂ k[x1, . . . ,xn], we define theradical of I to be
√

I
√

I
√

I := { f ∈ k[x1, . . . ,xn] ; f r ∈ I for somer > 0}.

(In fact, this is easily seen to be an ideal.) An idealI is called radical ifI =
√

I . Note that
the ideal of an algebraic set is always radical.

The following proposition says that essentially the same happens forn > 1. As it can
be guessed from the example above, the caseZ(I(X)) is more or less trivial, whereas the
caseI(Z(I)) is more difficult and needs the assumption thatk be algebraically closed.

Proposition 1.2.9.

(i) If X1⊂ X2 are subsets ofAn then I(X2)⊂ I(X1).
(ii) For any algebraic set X⊂ An we have Z(I(X)) = X.

(iii) If k is algebraically closed, then for any ideal I⊂ k[x1, . . . ,xn] we have I(Z(I)) =√
I.

Proof. (i) is obvious, as well as the “⊃” parts of (ii) and (iii).

(ii) “⊂”: By definition X = Z(I) for someI . Hence, by (iii) “⊃” we haveI ⊂ I(Z(I)) =
I(X). By 1.1.6 (i) it then follows thatZ(I(X))⊂ Z(I) = X.
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(iii) “ ⊂”: (This is sometimes also called Hilbert’s Nullstellensatz, as it follows easily
from proposition 1.2.4.) Letf ∈ I(Z(I)). Consider the ideal

J = I +( f t−1)⊂ k[x1, . . . ,xn, t].

This has empty zero locus inAn+1, as f vanishes onZ(I), so if we requiref t = 1 at the
same time, we get no solutions. HenceJ = (1) by corollary 1.2.6 (i). In particular, there is
a relation

1 = ( f t−1)g0 +∑ figi ∈ k[x1, . . . ,xn, t]
for somegi ∈ k[x1, . . . ,xn, t] and fi ∈ I . If tN is the highest power oft occurring in thegi ,
then after multiplying withf N we can write this as

f N = ( f t−1)G0(x1, . . . ,xn, f t)+∑ fiGi(x1, . . . ,xn, f t)

whereGi = f Ngi is considered to be a polynomial inx1, . . . ,xn, f t. Modulo f t−1 we get

f N = ∑ fiGi(x1, . . . ,xn,1) ∈ k[x1, . . . ,xn, f t]/( f t−1).

But as the mapk[x1, . . . ,xn]→ k[x1, . . . ,xn, f t]/( f t−1) is injective, this equality holds in
fact ink[x1, . . . ,xn], so f N ∈ I . �

Corollary 1.2.10. If k is algebraically closed, there is a one-to-one inclusion-reversing
correspondence between algebraic sets inAn and radical ideals in k[x1, . . . ,xn], given by
the operations Z(·) and I(·). (This is also sometimes called the Nullstellensatz.)

Proof. Immediately from proposition 1.2.9 and lemma 1.1.6 (i). �

From now on up to the end of section 4,we will always assume that the ground field k
is algebraically closed.

Remark1.2.11. Even though the radical
√

I of an idealI was easy to define, it is quite
difficult to actually compute

√
I for any given idealI . Even worse, it is already quite

difficult just to check whetherI itself is radical or not. In general, you will need non-trivial
methods of computer algebra to solve problems like this.

1.3. Irreducibility and dimension. The algebraic setX = {x1x2 = 0}⊂A2 can be written
as the union of the two coordinate axesX1 = {x1 = 0} and X2 = {x2 = 0}, which are
themselves algebraic sets. However,X1 andX2 cannot be decomposed further into finite
unions of smaller algebraic sets. We now want to generalize this idea. It turns out that this
can be done completely in the language of topological spaces. This has the advantage that
it applies to more general cases, i.e. open subsets of algebraic sets.

However, you will want to think only of the Zariski topology here, since the concept of
irreducibility as introduced below does not make much sense in classical topologies.

Definition 1.3.1.

(i) A topological spaceX is said to bereducible if it can be written as a union
X = X1∪X2, whereX1 andX2 are (non-empty) closed subsets ofX not equal to
X. It is calledirreducible otherwise. An irreducible algebraic set inAn is called
anaffine variety.

(ii) A topological spaceX is calleddisconnectedif it can be written as adisjoint
unionX = X1∪X2 of (non-empty) closed subsets ofX not equal toX. It is called
connectedotherwise.

Remark1.3.2. Although we have given this definition for arbitrary topological spaces,
you will usually want to apply the notion of irreducibility only in the Zariski topology.
For example, in the usual complex topology, the affine lineA1 (i.e. the complex plane) is
reduciblebecause it can be written e.g. as the union of closed subsets

A1 = {z∈ C ; |z| ≤ 1}∪{z∈ C ; |z| ≥ 1}.
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In the Zariski topology however,A1 is irreducible (as it should be).

In contrast, the notion of connectedness can be used in the “usual” topology too and
does mean there what you think it should mean.

Remark1.3.3. Note that there is a slight inconsistency in the existing literature: some
authors call a variety what we call an algebraic set, and consequently an irreducible variety
what we call an affine variety.

The algebraic characterization of affine varieties is the following.

Lemma 1.3.4. An algebraic set X⊂ An is an affine variety if and only if its ideal I(X)⊂
k[x1, . . . ,xn] is a prime ideal.

Proof. “⇐”: Let I(X) be a prime ideal, and suppose thatX = X1∪X2. Then I(X) =
I(X1)∩ I(X2) by exercise 1.4.1 (i). AsI(X) is prime, we may assumeI(X) = I(X1), so
X = X1 by proposition 1.2.9 (ii).

“⇒”: Let X be irreducible, and letf g∈ I(X). ThenX ⊂ Z( f g) = Z( f )∪Z(g), hence
X = (Z( f )∩X)∪ (Z(g)∩X) is a union of two algebraic sets. AsX is irreducible, we may
assume thatX = Z( f )∩X, so f ∈ I(X). �

Example 1.3.5.

(i) An is an affine variety, asI(An) = (0) is prime. If f ∈ k[x1, . . . ,xn] is an irreducible
polynomial, thenZ( f ) is an affine variety. A collection ofm points in An is
irreducible if and only ifm= 1.

(ii) Every affine variety is connected. The union of then coordinate axes inAn is
always connected, although it is reducible forn > 1. A collection ofm points in
An is connected if and only ifm= 1.

As it can be expected, any topological space that satisfies a reasonable finiteness con-
dition can be decomposed uniquely into finitely many irreducible spaces. This is what we
want to show next.

Definition 1.3.6. A topological spaceX is calledNoetherian if every descending chain
X ⊃ X1⊃ X2⊃ ·· · of closed subsets ofX is stationary.

Remark1.3.7. By corollary 1.2.10 the fact thatk[x1, . . . ,xn] is a Noetherian ring (see propo-
sition 1.1.5) translates into the statement that any algebraic set is a Noetherian topological
space.

Proposition 1.3.8. Every Noetherian topological space X can be written as a finite union
X = X1∪ ·· · ∪Xr of irreducible closed subsets. If one assumes that Xi 6⊂ Xj for all i 6= j,
then the Xi are unique (up to permutation). They are called theirreducible componentsof
X.

In particular, any algebraic set is a finite union of affine varieties in a unique way.

Proof. To prove existence, assume that there is a topological spaceX for which the state-
ment is false. In particular,X is reducible, henceX = X1∪X′1. Moreover, the statement of
the proposition must be false for at least one of these two subsets, sayX1. Continuing this
construction, one arrives at an infinite chainX ) X1 ) X2 ) · · · of closed subsets, which is
a contradiction asX is Noetherian.

To show uniqueness, assume that we have two decompositionsX = X1∪ ·· · ∪Xr =
X′1∪ ·· · ∪X′s. ThenX1 ⊂

S
i X
′
i , so X1 =

S
(X1∩X′i ). But X1 is irreducible, so we can

assumeX1 = X1∩X′1, i.e. X1 ⊂ X′1. For the same reason, we must haveX′1 ⊂ Xi for some
i. SoX1 ⊂ X′1 ⊂ Xi , which means by assumption thati = 1. HenceX1 = X′1 is contained
in both decompositions. Now letY = X\X1. ThenY = X2∪ ·· · ∪Xr = X′2∪ ·· · ∪X′s; so
proceeding by induction onr we obtain the uniqueness of the decomposition. �
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Remark1.3.9. It is probably time again for a warning: given an idealI of the polynomial
ring, it is in general not easy to find the irreducible components ofZ(I), or even to deter-
mine whetherZ(I) is irreducible or not. There are algorithms to figure this out, but they are
computationally quite involved, so you will in most cases want to use a computer program
for the actual calculation.

Remark1.3.10. In the same way one can show that every algebraic setX is a (disjoint)
finite union ofconnectedalgebraic sets, called theconnected componentsof X.

Remark1.3.11. We have now seen a few examples of the correspondence between geome-
try and algebra that forms the base of algebraic geometry: points in affine space correspond
to maximal ideals in a polynomial ring, affine varieties to prime ideals, algebraic sets to
radical ideals. Most concepts in algebraic geometry can be formulated and most proofs
can be given both in geometric and in algebraic language. For example, the geometric
statement that we have just shown that any algebraic set can be written as a finite union
of irreducible components has the equivalent algebraic formulation that every radical ideal
can be written uniquely as a finite intersection of prime ideals.

Remark1.3.12. An application of the notion of irreducibility is the definition of the di-
mension of an affine variety (or more generally of a topological space; but as in the case
of irreducibility above you will only want to apply it to the Zariski topology). Of course,
in the case of complex varieties we have a geometric idea what the dimension of an affine
variety should be: it is the number of complex coordinates that you need to describeX lo-
cally around any point. Although there are algebraic definitions of dimension that mimics
this intuitive one, we will give a different definition here that uses only the language of
topological spaces. Finally, all these definitions are of course equivalent and describe the
intuitive notion of dimension (at least overC), but it is actually quite hard to prove this
rigorously.

The idea to define the dimension in algebraic geometry using the Zariski topology is the
following: if X is an irreducible topological space, then any closed subset ofX not equal
to X must have dimension (at least) one smaller. (This is of course an idea that is not valid
in the usual topology that you know from real analysis.)

Definition 1.3.13. Let X be a (non-empty) irreducible topological space. Thedimension
of X is the biggest integern such that there is a chain/0 6= X0 ( X1 ( · · · ( Xn = X of
irreducible closed subsets ofX. If X is any Noetherian topological space, the dimension of
X is defined to be the supremum of the dimensions of its irreducible components. A space
of dimension 1 is called acurve, a space of dimension 2 asurface.

Remark1.3.14. In this definition you should think ofXi as having dimensioni. The content
of the definition is just that there is “nothing between” varieties of dimensioni andi +1.

Example 1.3.15.The dimension ofA1 is 1, as single points are the only irreducible closed
subsets ofA1 not equal toA1. We will see in exercise 1.4.9 that the dimension ofA2 is
2. Of course, the dimension ofAn is alwaysn, but this is a fact from commutative algebra
that we cannot prove at the moment. But we can at least see that the dimension ofAn is
not less thann, because there are sequences of inclusions

A0 ( A1 ( · · ·( An

of linear subspaces of increasing dimension.

Remark1.3.16. This definition of dimension has the advantage of being short and intuitive,
but it has the disadvantage that it is very difficult to apply in actual computations. So for
the moment we will continue to use the concept of dimension only in the informal way as
we have used it so far. We will study the dimension of varieties rigorously in section 4,
after we have developed more powerful techniques in algebraic geometry.
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Remark1.3.17. Here is another application of the notion of irreducibility (that is in fact
not much more than a reformulation of the definition). LetX be an irreducible topological
space (e.g. an affine variety). LetU ⊂ X be a non-empty open subset, and letY ( X be
a closed subset. The fact thatX cannot be the union(X\U)∪Y can be reformulated by
saying thatU cannot be a subset ofY. In other words, the closureclosureclosure ofU (i.e. the smallest
closed subset ofX that containsU) is equal toX itself. Recall that an open subset of a
topological spaceX is calleddenseif its closure is equal to the whole spaceX. With this
wording, we have just shown that in an irreducible topological space every non-empty open
subset is dense. Note that this is not true for reducible spaces: letX = {x1x2 = 0} ⊂ A2

be the union of the two coordinate axes, and letU = {x1 6= 0}∩X be the open subset ofX
consisting of thex1-axis minus the origin. Then the closure ofU in X is just thex1-axis,
and not all ofX.

1.4. Exercises. In all exercises, the ground fieldk is assumed to be algebraically closed
unless stated otherwise.

Exercise 1.4.1.Let X1,X2⊂ An be algebraic sets. Show that

(i) I(X1∪X2) = I(X1)∩ I(X2),
(ii) I(X1∩X2) =

√
I(X1)+ I(X2).

Show by example that taking the radical in (ii) is in general necessary, i.e. find algebraic
setsX1,X2 such thatI(X1∩X2) 6= I(X1)+ I(X2). Can you see geometrically what it means
if we have inequality here?

Exercise 1.4.2.Let X ⊂ A3 be the union of the three coordinate axes. Determine gener-
ators for the idealI(X). Show thatI(X) cannot be generated by fewer than 3 elements,
althoughX has codimension 2 inA3.

Exercise 1.4.3. In affine 4-dimensional spaceA4 with coordinatesx,y,z, t let X be the
union of the two planes

X′ = {x = y = 0} and X′′ = {z= x− t = 0}.

Compute the idealI = I(X)⊂ k[x,y,z, t]. For anya∈ k let Ia⊂ k[x,y,z] be the ideal obtained
by substitutingt = a in I , and letXa = Z(Ia)⊂ A3.

Show that the family of algebraic setsXa with a ∈ k describes two skew lines inA3

approaching each other, until they finally intersect transversely fora = 0.

Moreover, show that the idealsIa are radical fora 6= 0, but thatI0 is not. Find the
elements in

√
I0\I0 and interpret them geometrically.

Exercise 1.4.4.Let X ⊂A3 be the algebraic set given by the equationsx2
1−x2x3 = x1x3−

x1 = 0. Find the irreducible components ofX. What are their prime ideals? (Don’t let the
simplicity of this exercise fool you. As mentioned in remark 1.3.9, it is in generalvery
difficult to compute the irreducible components of the zero locus of given equations, or
even to determine if it is irreducible or not.)

Exercise 1.4.5.Let A3 be the 3-dimensional affine space over a fieldk with coordinates
x,y,z. Find ideals describing the following algebraic sets and determine the minimal num-
ber of generators for these ideals.

(i) The union of the(x,y)-plane with thez-axis.
(ii) The union of the 3 coordinate axes.

(iii) The image of the mapA1→ A3 given byt 7→ (t3, t4, t5).

Exercise 1.4.6.Let Y be a subspace of a topological spaceX. Show thatY is irreducible
if and only if the closure ofY in X is irreducible.
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Exercise 1.4.7.(For those of you who like pathological examples. You will need some
knowledge on general topological spaces.) Find a Noetherian topological space with infi-
nite dimension. Can you find an affine variety with infinite dimension?

Exercise 1.4.8.Let X = {(t, t3, t5) ; t ∈ k} ⊂ A3. Show thatX is an affine variety of
dimension 1 and computeI(X).

Exercise 1.4.9.Let X ⊂ A2 be an irreducible algebraic set. Show that either

• X = Z(0), i.e.X is the whole spaceA2, or
• X = Z( f ) for some irreducible polynomialf ∈ k[x,y], or
• X = Z(x−a,y−b) for somea,b∈ k, i.e. X is a single point.

Deduce that dim(A2) = 2. (Hint: Show that the common zero locus of two polynomials
f ,g∈ k[x,y] without common factor is finite.)
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2. FUNCTIONS, MORPHISMS, AND VARIETIES

If X⊂An is an affine variety, we define the function field K(X) of X to be the quotient
field of the coordinate ring A(X) = k[x1, . . . ,xn]/I(X); this can be thought of as the
field of rational functions on X. For a point P∈ X the local ring OX,P is the subring
of K(X) of all functions that are regular (i.e. well-defined) at P, and for U ⊂ X an
open subset we let OX(U) be the subring of K(X) of all functions that are regular at
every P∈U . The ring of functions that are regular on all of X is precisely A(X).

Given two ringed spaces (X,OX), (Y,OY) with the property that their structure
sheaves are sheaves of k-valued functions, a set-theoretic map f : X→Y determines a
pull-back map f ∗ from k-valued functions on Y to k-valued functions on X by compo-
sition. We say that f is a morphism if f is continuous and f ∗OY(U)⊂ OX( f−1(U))
for all open sets U in Y. In particular, this defines morphisms between affine vari-
eties and their open subsets. Morphisms X→Y between affine varieties correspond
exactly to k-algebra homomorphisms A(Y)→ A(X).

In complete analogy to the theory of manifolds, we then define a prevariety to
be a ringed space (whose structure sheaf is a sheaf of k-valued functions and) that
is locally isomorphic to an affine variety. Correspondingly, there is a general way to
construct prevarieties and morphisms between them by taking affine varieties (resp.
morphisms between them) and patching them together. Affine varieties and their
open subsets are simple examples of prevarieties, but we also get more complicated
spaces as e.g. P1 and the affine line with a doubled origin. A prevariety X is called
a variety if the diagonal ∆(X)⊂ X×X is closed, i.e. if X does not contain “doubled
points”.

2.1. Functions on affine varieties.After having defined affine varieties, our next goal
must of course be to say what the maps between them should be. Let us first look at the
easiest case: “regular functions”, i.e. maps to the ground fieldk = A1. They should be
thought of as the analogue of continuous functions in topology, or differentiable functions
in real analysis, or holomorphic functions in complex analysis. Of course, in the case
of algebraic geometry we want to have algebraic functions, i.e. (quotients of) polynomial
functions.

Definition 2.1.1. Let X ⊂ An be an affine variety. We call

A(X)A(X)A(X) := k[x1, . . . ,xn]/I(X)

thecoordinate ring of X.

Remark2.1.2. The coordinate ring ofX should be thought of as the ring of polynomial
functions onX. In fact, for anyP∈ X an elementf ∈ A(X) determines a polynomial map
X→ k (usually also denoted byf ) given by f 7→ f (P):

• this is well-defined, because all functions inI(X) vanish onX by definition,
• if the function f : X→ k is identically zero thenf ∈ I(X) by definition, sof = 0

in A(X).

Note thatI(X) is a prime ideal by lemma 1.3.4, soA(X) is an integral domain. Hence we
can make the following definition:

Definition 2.1.3. Let X ⊂ An be an affine variety. The quotient fieldK(X)K(X)K(X) of A(X) is
called thefield of rational functions onX.

Remark2.1.4. Recall that the quotient fieldK of an integral domainR is defined to be the
set of pairs( f ,g) with f ,g∈ R, g 6= 0, modulo the equivalence relation

( f ,g)∼ ( f ′,g′) ⇐⇒ f g′−g f ′ = 0.
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An element( f ,g) of K is usually written asf
g , and we think of it as the formal quotient

of two ring elements. Addition of two such formal quotients is defined in the same way as
you would expect to add fractions, namely

f
g

+
f ′

g′
:=

f g′+g f ′

gg′
,

and similarly for subtraction, multiplication, and division. This makesK(X) into a field.
In the case whereR = A(X) is the coordinate ring of an affine variety, we can therefore
think of elements ofK(X) as being quotients of polynomial functions. We have to be very
careful with this interpretation though, see example 2.1.7 and lemma 2.1.8.

Now let us define what we want to mean by a regular function on an open subsetU of
an affine varietyX. This is more or less obvious: a regular function should be a rational
function that is well-defined at all points ofU :

Definition 2.1.5. Let X ⊂ An be an affine variety and letP∈ X be a point. We call

OX,POX,POX,P :=
{

f
g

; f ,g∈ A(X) andg(P) 6= 0

}
⊂ K(X)

the local ring of X at the pointP. Obviously, this should be thought of as the rational
functions that are regular atP. If U ⊂ X is a non-empty open subset, we set

OX(U)OX(U)OX(U) :=
\

P∈U

OX,P.

This is a subring ofK(X). We call this thering of regular functions onU .

Remark2.1.6. The setmX,PmX,PmX,P := { f ∈ A(X) ; f (P) = 0} of all functions that vanish atP
is an ideal inA(X). This is a maximal ideal, asA(X)/mX,P

∼= k, the isomorphism being
evaluation of the polynomial at the pointP. With this definition,OX,P is just the localization
of the ringA(X) at the maximal idealmX,P. We will explain in lemma 2.2.10 where the
name “local” (resp. “localization”) comes from.

Example 2.1.7. We have just defined regular functions on an open subset of an affine
variety X ⊂ An to be rational functions, i.e. elements in the quotient fieldK(X), with
certain properties. This means that every such function can be written as the “quotient”
of two elements inA(X). It doesnot mean however that we can always write a regular
function as the quotient of two polynomials ink[x1, . . . ,nn]. Here is an example showing
this. LetX ⊂ A4 be the variety defined by the equationx1x4 = x2x3, and letU ⊂ X be the
open subset of all points inX wherex2 6= 0 or x4 6= 0. The functionx1

x2
is defined at all

points ofX wherex2 6= 0, and the functionx3
x4

is defined at points ofX wherex4 6= 0. By
the equation ofX, these two functions coincide where they are both defined; in other words

x1

x2
=

x3

x4
∈ K(X)

by remark 2.1.4. So this gives rise to a regular function onU . But there is no representation
of this function as a quotient of two polynomials ink[x1,x2,x3,x4] that works on all ofU
— we have to use different representations at different points.

As we will usually want to write down regular functions as quotients of polynomials,
we should prove a precise statement how regular functions can be patched together from
different polynomial representations:

Lemma 2.1.8. The following definition of regular functions is equivalent to the one of
definition 2.1.5:

Let U be an open subset of an affine variety X⊂ An. A set-theoretic mapϕ : U → k is
called regular at the point P∈U if there is a neighborhood V of P in U such that there are
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polynomials f,g∈ k[x1, . . . ,xn] with g(Q) 6= 0 andϕ(Q) = f (Q)
g(Q) for all Q ∈V. It is called

regular on U if it is regular at every point in U.

Proof. It is obvious that an element of the ring of regular functions onU determines a
regular function in the sense of the lemma.

Conversely, letϕ : U → A1 be a regular function in the sense of the lemma. LetP∈U

be any point, then there are polynomialsf ,g such thatg(Q) 6= 0 andϕ(Q) = f (Q)
g(Q) for all

pointsQ in some neighborhoodV of P. We claim that f
g ∈ K(X) is the element in the ring

of regular functions that we seek.

In fact, all we have to show is that this element does not depend on the choices that
we made. So letP′ ∈U be another point (not necessarily distinct fromP), and suppose
that there are polynomialsf ′,g′ such that f

g = f ′

g′ on some neighborhoodV ′ of P′. Then
f g′ = g f ′ on V ∩V ′ and hence onX asV ∩V ′ is dense inX by remark 1.3.17. In other
words, f g′−g f ′ ∈ I(X), so it is zero inA(X), i.e. f

g = f ′

g′ ∈ K(X). �

Remark2.1.9. An almost trivial but remarkable consequence of our definition of regular
functions is the following: letU ⊂V be non-empty open subsets of an affine varietyX. If
ϕ1,ϕ2 : V→ k are two regular functions onV that agree onU , then they agree on all ofV.
This is obvious because the ring of regular functions (on any non-empty open subset) is a
subring of the function fieldK(X), so if two such regular functions agree this just means
that they are the same element ofK(X). Of course, this is not surprising as open subsets
are always dense, so if we know a regular function on an open subset it is intuitively clear
that we know it almost everywhere anyway.

The interesting remark here is that the very same statement holds in complex analysis for
holomorphic functions as well (or more generally, in real analysis for analytic functions):
two holomorphic functions on a (connected) open subsetU ⊂ Cn must be the same if
they agree on any smaller open subsetV ⊂ U . This is called the identity theorem for
holomorphic functions — in complex analysis this is a real theorem because there the
open subsetV can be “very small”, so the statement that the extension toU is unique is
a lot more surprising than it is here in algebraic geometry. Still this is an example of a
theorem that is true in literally the same way in both algebraic and complex geometry,
although these two theories are quite different a priori.

Let us compute the ringsOX(U) explicitly in the cases whereU is the complement of
the zero locus of just a single polynomial.

Proposition 2.1.10. Let X ⊂ An be an affine variety. Let f∈ A(X) and Xf = {P ∈
X ; f (P) 6= 0}. (Open subsets of this form are calleddistinguished open subsets.) Then

OX(Xf ) = A(X) f :=
{

g
f r ; g∈ A(X) and r≥ 0

}
.

In particular, OX(X) = A(X), i.e. any regular function on X is polynomial (take f= 1).

Proof. It is obvious thatA(X) f ⊂ OX(Xf ), so let us prove the converse. Letϕ ∈ OX(Xf )⊂
K(X). Let J = {g∈ A(X) ; gϕ ∈ A(X)}. This is an ideal inA(X); we want to show that
f r ∈ J for somer.

For anyP∈ Xf we know thatϕ ∈ OX,P, soϕ = h
g with g 6= 0 in a neighborhood ofP.

In particularg∈ J, soJ contains an element not vanishing atP. This means that the zero
locus of the idealI(X)+ J ⊂ k[x1, . . . ,xn] is contained in the set{P ∈ X ; f (P) = 0}, or
in other words thatZ(I(X)+J)⊂ Z( f ). By proposition 1.2.9 (i) it follows thatI(Z( f ))⊂
I(Z(I(X)+ J)). So f ′ ∈ I(Z(I(X)+ J)), where f ′ ∈ k[x1, . . . ,xn] is a representative off .
Thereforef ′r ∈ I(X)+J for somer by the Nullstellensatz 1.2.9 (iii), and sof r ∈ J. �
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Remark2.1.11. In the proof of proposition 2.1.10 we had to use the Nullstellensatz again.
In fact, the statement is false if the ground field is not algebraically closed, as you can see
from the example of the function1

x2+1
that is regular on all ofA1(R), but not polynomial.

Example 2.1.12.Probably the easiest case of an open subset of an affine varietyX that is
not of the formXf as in proposition 2.1.10 is the complementU = C2\{0} of the origin in
the affine plane. Let us computeOC2(U). By definition 2.1.5 any elementϕ ∈ OC2(U) ⊂
C(x,y) is globally the quotientϕ = f

g of two polynomialsf ,g∈C[x,y]. The condition that
we have to satisfy is thatg(x,y) 6= 0 for all (x,y) 6= (0,0). We claim that this implies that
g is constant. (In fact, this follows intuitively from the fact that a single equation can cut
down the dimension of a space by only 1, so the zero locus of the polynomialg cannot
only be the origin inC2. But we have not proved this rigorously yet.)

We know already by the Nullstellensatz that there is no non-constant polynomial that
has empty zero locus inC2, so we can assume thatg vanishes on(0,0). If we write g as

g(x,y) = f0(x)+ f1(x) ·y+ f2(x) ·y2 + · · ·+ fn(x) ·yn,

this means thatf0(0) = 0. We claim thatf0(x) must be of the formxm for somem. In fact:

• if f0 is the zero polynomial, theng(x,y) containsy as a factor and hence the whole
x-axis in its zero locus,
• if f0 contains more than one monomial,f0 has a zerox0 6= 0, and henceg(x0,0) =

0.

Sog(x,y) is of the form

g(x,y) = xm+ f1(x) ·y+ f2(x) ·y2 + · · ·+ fn(x) ·yn.

Now sety = ε for some smallε. As g(x,0) = xm and all fi are continuous, the restriction
g(x,ε) cannot be the zero or a constant polynomial. Henceg(x,ε) vanishes for somex,
which is a contradiction.

So we see that we cannot have any denominators, i.e.OC2(U) = C[x,y]. In other words,
a regular function onC2\{0} is always regular on all ofC2. This is another example of
a statement that is known from complex analysis forholomorphicfunctions, known as the
removable singularity theorem.

2.2. Sheaves.We have seen in lemma 2.1.8 that regular functions on affine varieties are
defined in terms of local properties: they are set-theoretic functions that can locally be writ-
ten as quotients of polynomials. Local constructions of function-like objects occur in many
places in algebraic geometry (and also in many other “topological” fields of mathematics),
so we should formalize the idea of such objects. This will also give us an “automatic”
definition of morphisms between affine varieties in section 2.3.

Definition 2.2.1. A presheafF of rings on a topological spaceX consists of the data:

• for every open setU ⊂ X a ringF (U) (think of this as the ring of functions on
U),
• for every inclusionU ⊂V of open sets inX a ring homomorphismρV,U : F (V)→

F (U) called the restriction map (think of this as the usual restriction of functions
to a subset),

such that

• F ( /0) = 0,
• ρU,U is the identity map for allU ,
• for any inclusionU ⊂V ⊂W of open sets inX we haveρV,U ◦ρW,V = ρW,U .

The elements ofF (U) are usually called thesectionsof F overU , and the restriction
mapsρV,U are written asf 7→ f |U .
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A presheafF of rings is called asheaf of rings if it satisfies the following glueing
property: ifU ⊂X is an open set,{Ui} an open cover ofU and fi ∈ F (Ui) sections for alli
such thatfi |Ui∩U j = f j |Ui∩U j for all i, j, then there is a uniquef ∈ F (U) such thatf |Ui = fi
for all i.

Remark2.2.2. In the same way one can define (pre-)sheaves of Abelian groups /k-algebras
etc., by requiring that allF (U) are objects and allρV,U are morphisms in the corresponding
category.

Example 2.2.3. If X ⊂ An is an affine variety, then the ringsOX(U) of regular functions
on open subsets ofX (with the obvious restriction mapsOX(V)→ OX(U) for U ⊂V) form
a sheaf of ringsOX, thesheaf of regular functionsor structure sheafon X. In fact, all
defining properties of presheaves are obvious, and the glueing property of sheaves is easily
seen from the description of regular functions in lemma 2.1.8.

Example 2.2.4. Here are some examples from other fields of mathematics: LetX = Rn,
and for any open subsetU ⊂X let F (U) be the ring of continuous functions onU . Together
with the obvious restriction maps, these ringsF (U) form a sheaf, thesheaf of continuous
functions. In the same way we can define the sheaf ofk times differentiable functions,
analytic functions, holomorphic functions onCn, and so on. The same definitions can be
applied ifX is a real or complex manifold instead of justRn or Cn.

In all these examples, the sheaves just defined “are” precisely the functions that are con-
sidered to be morphisms in the corresponding category (for example, in complex analysis
the morphisms are just the holomorphic maps). This is usually expressed in the follow-
ing way: a pair(X,F ) whereX is a topological space andF is a sheaf of rings onX is
called aringed space. The sheafF is then called the structure sheaf of this ringed space
and usually writtenOX. Hence we have just given affine varieties the structure of a ringed
space. (Although being general, this terminology will usually only be applied ifF actually
has an interpretation as the space of functions that are considered to be morphisms in the
corresponding category.)

Remark2.2.5. Intuitively speaking, any “function-like” object forms a presheaf; it is a
sheaf if the conditions imposed on the “functions” are local. Here is an example illustrating
this fact. LetX = R be the real line. ForU ⊂ X open and non-empty letF (U) be the ring
of constant (real-valued) functions onU , i.e. F (U) ∼= R for all U . Let ρV,U for U ⊂ V
be the obvious restriction maps. ThenF is obviously a presheaf, but not a sheaf. This is
because being constant isnot a local property; it means thatf (P) = f (Q) for all P and
Q that are possibly quite far away. For example, letU = (0,1)∪ (2,3). ThenU has an
open coverU = U1∪U2 with U1 = (0,1) andU2 = (2,3). Let f1 : U1→ R be the constant
function 0, and letf2 : U2→ R be the constant function 1. Thenf1 and f2 trivially agree
on the overlapU1∩U2 = /0, but there is noconstantfunction onU that restricts to bothf1
and f2 on U1 andU2, respectively. There is however a uniquely definedlocally constant
function onU with that property. In fact, it is easy to see that thelocally constantfunctions
onX do form a sheaf.

Remark2.2.6. If F is a sheaf onX andU ⊂ X is an open subset, then one defines the
restriction ofF to U , denotedF |U , by (F |U )(V) = F (V) for all open subsetsV ⊂ U .
Obviously, this is again a sheaf.

Finally, let us see how the local rings of an affine variety appear in the language of
sheaves.

Definition 2.2.7. Let X be a topological space,P∈ X, andF a (pre-)sheaf onX. Consider
pairs(U,ϕ) whereU is an open neighborhood ofP andϕ ∈ F (U) a section ofF overU .
We call two such pairs(U,ϕ) and(U ′,ϕ′) equivalent if there is an open neighborhoodV of
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P with V ⊂U ∩U ′ such thatϕ|V = ϕ′|V . (Note that this is in fact an equivalence relation.)
The set of all such pairs modulo this equivalence relation is called thestalk FP of F at P,
its elements are calledgermsof F .

Remark2.2.8. If F is a (pre-)sheaf of rings (ork-algebras, Abelian groups, etc.) then the
stalks ofF are rings (ork-algebras, Abelian groups, etc.).

Remark2.2.9. The interpretation of the stalk of a sheaf is obviously that its elements are
sections ofF that are defined in an (arbitrarily small) neighborhood aroundP. Hence e.g.
on the real line the germ of a differentiable function at a pointP allows you to compute the
derivative of this function atP, but none of the actual values of the function at any point
besidesP. On the other hand, we have seen in remark 2.1.9 that holomorphic functions
on a (connected) complex manifold are already determined by their values on any open
set, so germs of holomorphic functions carry “much more information” than germs of
differentiable functions. In algebraic geometry, this is similar: it is already quite obvious
that germs of regular functions must carry much information, as the open subsets in the
Zariski topology are so big. We will now show that the stalk ofOX at a pointP is exactly
the local ringOX,P, which finally gives a good motivation for the name “local ring”.

Lemma 2.2.10.Let X be an affine variety and P∈ X. The stalk ofOX at P isOX,P.

Proof. Recall thatOX(U)⊂ OX,P⊂ K(X) for all P∈U by definition.

Therefore, if we are given a pair(U,ϕ) with P∈U andϕ∈OX(U), we see thatϕ∈OX,P

determines an element in the local ring. If we have another equivalent pair(U ′,ϕ′), then
ϕ andϕ′ agree on someV with P∈V ⊂U ∩U ′ by definition, so they determine the same
element inOX(V) and hence inOX,P.

Conversely, ifϕ ∈ OX,P is an element in the local ring, we can write it asϕ = f
g with

polynomialsf ,g such thatg(P) 6= 0. Then there must be a neighborhoodU of P on which
g is non-zero, and therefore the(U,ϕ) defines an element in the stalk ofOX atP. �

2.3. Morphisms between affine varieties.Having given the structure of ringed spaces to
affine varieties, there is a natural way to define morphisms between them. In this section we
will allow ourselves to view morphisms as set-theoretic maps on the underlying topological
spaces with additional properties (see lemma 2.1.8).

Definition 2.3.1. Let (X,OX) and(Y,OY) be ringed spaces whose structure sheavesOX and
OY are sheaves ofk-valued functions (in the case we are considering right nowX andY
will be affine varieties or open subsets of affine varieties). Letf : X→Y be a set-theoretic
map.

(i) If ϕ : U → k is ak-valued (set-theoretic) function on an open subsetU of Y, the
compositionϕ◦ f : f−1(U)→ k is again a set-theoretic function. It is denoted by
f ∗ϕ and is called thepull-back of ϕ.

(ii) The map f is called amorphism if it is continuous, and if it pulls back regular
functions to regular functions, i.e. iff ∗OY(U)⊂OX( f−1(U)) for all openU ⊂Y.

Remark2.3.2. Recall that a functionf : X→Y between topological spaces is calledcon-
tinuous if inverse images of open subsets are always open. In the above definition (ii), the
requirement thatf be continuous is therefore necessary to formulate the second condition,
as it ensures thatf−1(U) is open, so thatOX( f−1(U)) is well-defined.

Remark2.3.3. In our context of algebraic geometryOX andOY will always be the sheaves
of regular maps constructed in definition 2.1.5. But in fact, this definition of morphisms
is used in many other categories as well, e.g. one can say that a set-theoretic map between
complex manifolds is holomorphic if it pulls back holomorphic functions to holomorphic
functions. In fact, it is almost the general definition of morphisms between ringed spaces —
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the only additional twist in the general case is that iff : X→Y is a continuous map between
arbitrary ringed spaces(X,OX) and(Y,OY), there is no a priori definition of the pull-back
mapOY(U)→OX( f−1(U)). In the case above we solved this problem by applying the set-
theoretic viewpoint that gave us a notion of pull-back in our special case. In more general
cases (e.g. for schemes that we will discuss later in section 5) one will have to include these
pull-back maps in the data needed to define a morphism.

We now want to show that for affine varieties the situation is a lot easier: we actually do
not have to deal with open subsets, but it suffices to check the pull-back property onglobal
functions only:

Lemma 2.3.4. Let f : X → Y be a continuous map between affine varieties. Then the
following are equivalent:

(i) f is a morphism (i.e. f pulls back regular functions on open subsets to regular
functions on open subsets).

(ii) For everyϕ ∈ OY(Y) we have f∗ϕ ∈ OX(X), i.e. f pulls backglobal regular
functions toglobalregular functions.

(iii) For every P∈ X and everyϕ ∈ OY, f (P) we have f∗ϕ ∈ OX,P, i.e. f pulls back
germsof regular functions togermsof regular functions.

Proof. (i)⇒ (ii) is trivial, and (iii)⇒ (i) follows immediately from the definition ofOY(U)
andOX( f−1(U)) as intersections of local rings. To prove (ii)⇒ (iii) let ϕ ∈ OY, f (P) be
the germ of a regular function onY. We write ϕ = g

h with g,h ∈ A(Y) = OY(Y) and
h( f (P)) 6= 0. By (ii), f ∗g and f ∗h are global regular functions inA(X) = OX(X), hence
f ∗ϕ = f ∗g

f ∗h ∈ OX,P, since we haveh( f (P)) 6= 0. �

Example 2.3.5. Let X = A1 be the affine line with coordinatex, and letY = A1 be the
affine line with coordinatey. Consider the set-theoretic map

f : X→Y, x 7→ y = x2.

We claim that this is a morphism. In fact, by lemma 2.3.4 (ii) we just have to show thatf
pulls back polynomials ink[y] to polynomials ink[x]. But this is obvious, as the pull-back
of a polynomialϕ(y) ∈ k[y] is just ϕ(x2) (i.e. we substitutex2 for y in ϕ). This is still a
polynomial, so it is ink[x].

Example 2.3.6. For the very same reason, every polynomial map is a morphism. More
precisely, letX ⊂ Am andY ⊂ An be affine varieties, and letf : X→ Y be a polynomial
map, i.e. a map that can be written asf (P) = ( f1(P), . . . , fn(P)) with fi ∈ k[x1, . . . ,xm]. As
f then pulls back polynomials to polynomials, we conclude first of all thatf is continuous.
Moreover, it then follows from lemma 2.3.4 (ii) thatf is a morphism. In fact, we will show
now that all morphisms between affine varieties are of this form.

Lemma 2.3.7. Let X⊂ An and Y⊂ Am be affine varieties. There is a one-to-one cor-
respondence between morphisms f: X→Y and k-algebra homomorphisms f∗ : A(Y)→
A(X).

Proof. Any morphism f : X → Y determines ak-algebra homomorphismf ∗ : OY(Y) =
A(Y)→ OX(X) = A(X) by definition. Conversely, if

g : k[y1, . . . ,ym]/I(Y)→ k[x1, . . . ,xn]/I(X)

is anyk-algebra homomorphism then it determines a polynomial mapf = ( f1, . . . , fm) :
X→Y as in example 2.3.6 byfi = g(yi), and hence a morphism. �
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Example 2.3.8. Of course, anisomorphism is defined to be a morphismf : X→Y that
has an inverse (i.e. a morphism such that there is a morphismg : Y→ X with g◦ f = idX

and f ◦ g = idY). A warning is in place here that an isomorphism of affine varieties is
not the same as a bijective morphism (in contrast e.g. to the case of vector spaces). For
example, letX ⊂ A2 be the curve given by the equationx2 = y3, and consider the map

f : A1→ X, t 7→ (x = t3,y = t2).

x 2 = y 3

A1 f

This is a morphism as it is given by polynomials, and it is bijective as the inverse is given
by

f−1 : X→ A1, (x,y) 7→

{
x
y if (x,y) 6= (0,0),
0 if (x,y) = (0,0).

But if f was an isomorphism, the correspondingk-algebra homomorphism

k[x,y]/(x2−y3)→ k[t], x 7→ t3 andy 7→ t2

would have to be an isomorphism by lemma 2.3.7. This is obviously not the case, as the
image of this algebra homomorphism contains no linear polynomials.

Example 2.3.9. As an application of morphisms, let us consider products of affine va-
rieties. LetX ⊂ An andY ⊂ Am be affine varieties with idealsI(X) ⊂ k[x1, . . . ,xn] and
I(Y)⊂ k[y1, . . . ,ym]. As usual, we define theproduct X×Y of X andY to be the set

X×Y = {(P,Q) ∈ An×Am ; P∈ X andQ∈Y} ⊂ An×Am = An+m.

Obviously, this is an algebraic set inAn+m with ideal

I(X×Y) = I(X)+ I(Y)⊂ k[x1, . . . ,xn,y1, . . . ,ym]

where we considerk[x1, . . . ,xn] andk[y1, . . . ,ym] as subalgebras ofk[x1, . . . ,xn,y1, . . . ,ym]
in the obvious way. Let us show that it is in fact a variety, i.e. irreducible:

Proposition 2.3.10. If X and Y are affine varieties, then so is X×Y.

Proof. For simplicity, let us just writex for the collection of thexi , andy for the collection
of theyi . By the above discussion it only remains to show thatI(X×Y) is prime. So let
f ,g∈ k[x,y] be polynomial functions such thatf g∈ I(X×Y); we have to show that either
f or g vanishes on all ofX×Y, i.e. thatX×Y ⊂ Z( f ) or X×Y ⊂ Z(g).

So let us assume thatX×Y 6⊂ Z( f ), i.e. there is a point(P,Q) ∈ X×Y\Z( f ) (where
P∈ X andQ∈ Y). Denote byf (·,Q) ∈ k[x] the polynomial obtained fromf ∈ k[x,y] by
plugging in the coordinates ofQ for y. For allP′ ∈ X\Z( f (·,Q)) (e.g. forP′ = P) we must
have

Y ⊂ Z( f (P′, ·) ·g(P′, ·)) = Z( f (P′, ·))∪Z(g(P′, ·)).
As Y is irreducible andY 6⊂ Z( f (P′, ·)) by the choice ofP′, it follows thatY ⊂ Z(g(P′, ·)).

This is true for allP′ ∈ X\Z( f (·,Q)), so we conclude that(X\Z( f (·,Q))×Y ⊂ Z(g).
But asZ(g) is closed, it must in fact contain the closure of(X\Z( f (·,Q))×Y as well,
which is justX×Y asX is irreducible andX\Z( f (·,Q)) a non-empty open subset ofX
(see remark 1.3.17). �

The obvious projection maps

πX : X×Y→ X, (P,Q) 7→ P and πY : X×Y→Y, (P,Q) 7→Q

are given by (trivial) polynomial maps and are therefore morphisms. The important main
property of the productX×Y is the following:



26 Andreas Gathmann

Lemma 2.3.11. Let X and Y be affine varieties. Then the product X×Y satisfies the
following universal property: for every affine variety Z and morphisms f: Z→ X and
g : Z→Y, there is a unique morphism h: Z→ X×Y such that f= πX ◦h and g= πY ◦h,
i.e. such that the following diagram commutes:

Z
g

%%
h

""

f

��

X×Y πY
//

πX

��

Y

X

In other words, giving a morphism Z→ X×Y “is the same” as giving two morphisms
Z→ X and Z→Y.

Proof. Let A be the coordinate ring ofZ. Then by lemma 2.3.7 the morphismf : Z→ X is
given by ak-algebra homomorphism̃f : k[x1, . . . ,xn]/I(X)→ A. This in turn is determined
by giving the images̃fi := f̃ (xi) ∈ A of the generatorsxi , satisfying the relations ofI (i.e.
F( f̃1, . . . , f̃n) = 0 for all F(x1, . . . ,xn) ∈ I(X)). The same is true forg, which is determined
by the images ˜gi := g̃(yi) ∈ A.

Now it is obvious that the elements̃fi andg̃i determine ak-algebra homomorphism

k[x1, . . . ,xn,y1, . . . ,ym]/(I(X)+ I(Y))→ A,

which determines a morphismh : Z→ X×Y by lemma 2.3.7.

To show uniqueness, just note that the relationsf = πX ◦h andg = πY ◦h imply imme-
diately thath must be given set-theoretically byh(P) = ( f (P),g(P)) for all P∈ Z. �

Remark2.3.12. It is easy to see that the property of lemma 2.3.11 determines the product
X×Y uniquely up to isomorphism. It is therefore often taken to be the defining property
for products.

Remark2.3.13. If you have heard about tensor products before, you will have noticed that
the coordinate ring ofX×Y is just the tensor productA(X)⊗A(Y) of the coordinate rings
of the factors (where the tensor product is taken ask-algebras). See also section 5.4 for
more details.

Remark2.3.14. Lemma 2.3.7 allows us to associate an affine variety up to isomorphism
to any finitely generatedk-algebra that is a domain: ifA is such an algebra, letx1, . . . ,xn

be generators ofA, so thatA = k[x1, . . . ,xn]/I for some idealI . Let X be the affine variety
in An defined by the idealI ; by the lemma it is defined up to isomorphism. Therefore we
should make a (very minor) redefinition of the term “affine variety” to allow for objects that
are isomorphic to an affine variety in the old sense, but that do not come with an intrinsic
description as the zero locus of some polynomials in affine space:

Definition 2.3.15. A ringed space(X,OX) is called anaffine variety overk if

(i) X is irreducible,
(ii) OX is a sheaf ofk-valued functions,

(iii) X is isomorphic to an affine variety in the sense of definition 1.3.1.

Here is an example of an affine variety in this new sense although it is not a priori given
as the zero locus of some polynomials in affine space:

Lemma 2.3.16. Let X be an affine variety and f∈ A(X), and let Xf = X\Z( f ) be a
distinguished open subset as in proposition 2.1.10. Then the ringed space(Xf ,OX|Xf ) is
isomorphic to an affine variety with coordinate ring A(X) f .
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Proof. Let X ⊂ An be an affine variety, and letf ′ ∈ k[x1, . . . ,xn] be a representative off .
Let J ⊂ k[x1, . . . ,xn, t] be the ideal generated byI(X) and the function 1− t f ′. We claim
that the ringed space(Xf ,OX|Xf ) is isomorphic to the affine variety

Z(J) = {(P,λ) ; P∈ X andλ = 1
f ′(P)} ⊂ An+1.

Consider the projection mapπ : Z(J)→ X given byπ(P,λ) = P. This is a morphism with
imageXf and inverse morphismπ−1(P) = (P, 1

f ′(P) ), henceπ is an isomorphism. It is

obvious thatA(Z(J)) = A(X) f . �

Remark2.3.17. So we have just shown that even open subsets of affine varieties are them-
selves affine varieties, provided that the open subset is the complement of the zero locus of
a single polynomial equation.

Example 2.1.12 shows however that not all open subsets of affine varieties are them-
selves isomorphic to affine varieties: ifU ⊂C2\{0} we have seen thatOU (U) = k[x,y]. So
if U was an affine variety, its coordinate ring must bek[x,y], which is the same as the coor-
dinate ring ofC2. By lemma 2.3.7 this means thatU andC2 would have to be isomorphic,
with the isomorphism given by the identity map. Obviously, this is not true. HenceU is
not an affine variety. It can however be covered by two open subsets{x 6= 0} and{y 6= 0}
which are both affine by lemma 2.3.16. This leads us to the idea ofpatchingaffine varieties
together, which we will do in the next section.

2.4. Prevarieties. Now we want to extend our category of objects to more general things
than just affine varieties. Remark 2.3.17 showed us that not all open subsets of affine va-
rieties are themselves isomorphic to affine varieties. But note that every open subset of
an affine variety can be written as a finite union of distinguished open subsets (as this is
equivalent to the statement that every closed subset of an affine variety is the zero locus
of finitely many polynomials). Hence any such open subset can becoveredby affine va-
rieties. This leads us to the idea that we should study objects that are not affine varieties
themselves, but rather can be covered by (finitely many) affine varieties. Note that the
following definition is completely parallel to the definition 2.3.15 of affine varieties (in the
new sense).

Definition 2.4.1. A prevariety is a ringed space(X,OX) such that

(i) X is irreducible,
(ii) OX is a sheaf ofk-valued functions,

(iii) there is a finite open cover{Ui} of X such that(Ui ,OX|Ui ) is an affine variety for
all i.

As before, a morphism of prevarieties is just a morphism as ringed spaces (see definition
2.3.1).

An open subsetU ⊂ X of a prevariety such that(U,OX|U ) is isomorphic to an affine
variety is called anaffine open set.

Example 2.4.2. Affine varieties and open subsets of affine varieties are prevarieties (the
irreducibility of open subsets follows from exercise 1.4.6).

Remark2.4.3. The above definition is completely analogous to the definition of manifolds.
Recall how manifolds are defined: first you look at open subsets ofRn that are supposed to
form the patches of your space, and then you define a manifold to be a topological space
that looks locally like these patches. In the algebraic case now we can say that the affine
varieties form the basic patches of the spaces that we want to consider, and that e.g. open
subsets of affine varieties are spaces that look locally like affine varieties.
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As we defined a prevariety to be a space that can be covered by affine opens, the most
general way to construct prevarieties is of course to take some affine varieties (or prevari-
eties that we have already constructed) and patch them together:

Example 2.4.4. Let X1,X2 be prevarieties, letU1 ⊂ X1 andU2 ⊂ X2 be non-empty open
subsets, and letf : (U1,OX1|U1)→ (U2,OX2|U2) be an isomorphism. Then we can define a
prevarietyX, obtained byglueingX1 andX2 alongU1 andU2 via the isomorphismf :

• As a set, the spaceX is just the disjoint unionX1∪X2 modulo the equivalence
relationP∼ f (P) for all P∈U1.
• As a topological space, we endowX with the so-calledquotient topologyinduced

by the above equivalence relation, i.e. we say that a subsetU ⊂ X is open if
and only if i−1

1 (U) ⊂ X1 and i−1
2 (U) ⊂ X2 are both open, withi1 : X1→ X and

i2 : X2→ X being the obvious inclusion maps.
• As a ringed space, we define the structure sheafOX by

OX(U) = {(ϕ1,ϕ2) ; ϕ1 ∈ OX1(i
−1
1 (U)),ϕ2 ∈ OX2(i

−1
2 (U)),

ϕ1 = ϕ2 on the overlap (i.e.f ∗(ϕ2|i−1
2 (U)∩U2

) = ϕ1|i−1
1 (U)∩U1

)}.

It is easy to check that this defines a sheaf ofk-valued functions onX and thatX is irre-
ducible. Of course, every point ofX has an affine neighborhood, soX is in fact a prevariety.

Example 2.4.5.As an example of the above glueing construction, letX1 = X2 = A1, U1 =
U2 = A1\{0}.

• Let f : U1→U2 be the isomorphismx 7→ 1
x . The spaceX can be thought of as

A1∪ {∞}: of course the affine lineX1 = A1 ⊂ X sits in X. The complement
X\X1 is a single point that corresponds to the zero point inX2

∼= A1 and hence
to “∞ = 1

0” in the coordinate ofX1. In the casek = C, the spaceX is just the
Riemann sphereC∞.

1

X2

f glue

X

X

0

8 8

0

We denote this space byP1. (This is a special case of a projective space; see
section 3.1 and remark 3.3.7 for more details.)
• Let f : U1→U2 be the identity map. Then the spaceX obtained by glueing along

f is “the affine line with the zero point doubled”:

glue
f

X1

X2
X

Obviously this is a somewhat weird space. Speaking in classical terms (and think-
ing of the complex numbers), if we have a sequence of points tending to the zero,
this sequence would have two possible limits, namely the two zero points. Usu-
ally we want to exclude such spaces from the objects we consider. In the theory
of manifolds, this is simply done by requiring that a manifold satisfies the so-
calledHausdorff property, i.e. that every two distinct points have disjoint open
neighborhoods. This is obviously not satisfied for our spaceX. But the analo-
gous definition does not make sense in the Zariski topology, as non-empty open
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subsets are never disjoint. Hence we need a different characterization of the geo-
metric concept of “doubled points”. We will do this in section 2.5.

Example 2.4.6.Let X be the complex affine curve

X = {(x,y) ∈ C2 ; y2 = (x−1)(x−2) · · ·(x−2n)}.

We have already seen in example 0.1.1 thatX can (and should) be “compactified” by adding
two points at infinity, corresponding to the limitx→ ∞ and the two possible values fory.
Let us now construct this compactified space rigorously as a prevariety.

To be able to add a limit point “x = ∞” to our space, let us make a coordinate change
x̃ = 1

x , so that the equation of the curve becomes

y2x̃2n = (1− x̃)(1−2x̃) · · ·(1−2nx̃).

If we make an additional coordinate change ˜y = y
xn , this becomes

ỹ2 = (1− x̃)(1−2x̃) · · ·(1−2nx̃).

In these coordinates we can add our two points at infinity, as they now correspond to ˜x = 0
(and therefore ˜y =±1).

Summarizing, our “compactified curve” of example 0.1.1 is just the prevariety obtained
by glueing the two affine varieties

X = {(x,y) ∈ C2 ; y2 = (x−1)(x−2) · · ·(x−2n)}

and X̃ = {(x̃, ỹ) ∈ C2 ; ỹ2 = (1− x̃)(1−2x̃) · · ·(1−2nx̃)}

along the isomorphism

f :U → Ũ , (x,y) 7→ (x̃, ỹ) =
(

1
x
,

y
xn

)
,

f−1 :Ũ →U, (x̃, ỹ) 7→ (x,y) =
(

1
x̃
,

ỹ
x̃n

)
,

whereU = {x 6= 0} ⊂ X andŨ = {x̃ 6= 0} ⊂ X̃.

Of course one can also glue together more than two prevarieties. As the construction
is the same as in the case above, we will just give the statement and leave its proof as an
exercise:

Lemma 2.4.7. Let X1, . . . ,Xr be prevarieties, and let Ui, j ⊂ Xi be non-empty open subsets
for i, j = 1, . . . , r. Let fi, j : Ui, j →U j,i be isomorphisms such that

(i) fi, j = f−1
j,i ,

(ii) fi,k = f j,k ◦ fi, j where defined.

Then there is a prevariety X, obtained by glueing the Xi along the morphisms fi, j as in
example 2.4.4 (see below).

Remark2.4.8. The prevarietyX in the lemma 2.4.7 can be described as follows:

• As a set,X is the disjoint union of theXi , modulo the equivalence relationP∼
fi, j(P) for all P∈Ui, j .

• To defineX as a topological space, we say that a subsetY ⊂ X is closed if and
only if all restrictionsY∩Xi are closed.
• A regular function on an open setU ⊂ X is a collection of regular functions

ϕi ∈ OXi (Xi ∩U) that agree on the overlaps.
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Condition (ii) of the lemma gives a compatibility condition for triple overlaps: consider
three patchesXi , Xj , Xk that have a common intersection. Then we want to identify every
point P∈Ui, j with fi, j(P) ∈U j,k, and the pointfi, j(P) with f j,k( fi, j(P)) (if it lies in U j,k).
So the glueing mapfi,k must mapP to the same pointf j,k( fi, j(P)) to get a consistent
glueing. This is illustrated in the following picture:

X

P

P

X

Ui,j

Ui,k

Uk,i
Uk,j

Uj,k

Uj,i

X

Xk

i
j

glue

f

fj,kf

i,j

i,k

Let us now consider some examples of morphisms between prevarieties.

Example 2.4.9.Let f : P1→ A1 be a morphism. We claim thatf must be constant.

In fact, consider the restrictionf |A1 of f to the open affine subsetA1⊂P1. By definition
the restriction of a morphism is again a morphism, sof |A1 must be of the formx 7→ y= p(x)
for some polynomialp∈ k[x]. Now consider the second patch ofP1 with coordinate ˜x= 1

x .
Applying this coordinate change, we see thatf |P1\{0} is given byx̃ 7→ p(1

x̃). But this must

be a morphism too, i.e.p(1
x̃) must be a polynomial in ˜x. This is only true ifp is a constant.

In the same way as prevarieties can be glued, we can patch together morphisms too. Of
course, the statement is essentially that we can check the property of being a morphism on
affine open covers:

Lemma 2.4.10. Let X,Y be prevarieties and let f: X → Y be a set-theoretic map. Let
{U1, . . . ,Ur} be an open cover of X and{V1, . . . ,Vr} an affine open cover of Y such that
f (Ui)⊂Vi and( f |Ui )

∗OY(Vi)⊂ OX(Ui). Then f is a morphism.

Proof. We may assume that theUi are affine, as otherwise we can replace theUi by a set
of affines that coverUi . Consider the restrictionsfi : Ui → Vi . The homomorphismf ∗i :
OY(Vi) = A(Vi)→ OX(Ui) = A(Ui) is induced by some morphismUi →Vi by lemma 2.3.7
which is easily seen to coincide withfi . In particular, thefi are continuous, and therefore
so is f . It remains to show thatf ∗ takes sections ofOY to sections ofOX. But if V ⊂Y is
open andϕ ∈ OY(V), then f ∗ϕ is at least a section ofOX on the setsf−1(V)∩Ui . Since
OX is a sheaf and theUi coverX, these sections glue to give a section inOX( f−1(V)). �

Example 2.4.11.Let f : A1→A1,x 7→ y= f (x) be a morphism given by a polynomialf ∈
k[x]. We claim that there is a unique extension morphismf̃ : P1→ P1 such thatf̃ |A1 = f .
We can assume thatf = ∑n

i=1aixi is not constant, as otherwise the result is trivial. It is then
obvious that the extension should be given byf̃ (∞) = ∞. Let us check that this defines in
fact a morphism.

We want to apply lemma 2.4.10. Consider the standard open affine cover of the domain
P1 by the two affine linesV1 = P1\{∞} andV2 = P1\{0}. ThenU1 := f̃−1(V1) = A1,
and f̃ |A1 = f is a morphism. On the other hand, letU2 := f̃−1(V2)\{0}. Consider the
coordinates ˜x = 1

x andỹ = 1
y onU2 andV2, respectively. In these coordinates, the mapf̃ is

given by

ỹ =
x̃n

∑n
i=1ai x̃n−i ;
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in particularx̃= 0 maps to ˜y= 0. So by definingf̃ (∞) = ∞, we get a morphism̃f : P1→ P1

that extendsf by lemma 2.4.10.

2.5. Varieties. Recall example 2.4.5 (ii) where we constructed a prevariety that was “not
Hausdorff” in the classical sense: take two copies of the affine lineA1 and glue them
together on the open setA1\{0} along the identity map. The prevarietyX thus obtained is
the “affine line with the origin doubled”; its strange property is that even in the classical
topology (fork = C) the two origins do not have disjoint neighborhoods. We will now
define an algebro-geometric analogue of the Hausdorff property and say that a prevariety
is a variety if it has this property.

Definition 2.5.1. Let X be a prevariety. We say thatX is avariety if for every prevariety
Y and every two morphismsf1, f2 : Y→ X, the set{P∈Y ; f1(P) = f2(P)} is closed inY.

Remark2.5.2. Let X be the affine line with the origin doubled. ThenX is not a variety —
if we takeY = A1 and let f1, f2 : Y→ X be the two obvious inclusions that map the origin
in Y to the two different origins inX, then f1 and f2 agree onA1\{0}, which is not closed
in A1.

On the other hand, ifX has the Hausdorff property that we want to characterize, then
two morphismsY→ X that agree on an open subset ofY should also agree onY.

One can make this definition somewhat easier and eliminate the need for an arbitrary
second prevarietyY. To do so note that we can define products of prevarieties in the same
way as we have defined products of affine varieties (see example 2.3.9 and exercise 2.6.13).
For any prevarietyX, consider thediagonal morphism

∆ : X→ X×X, P 7→ (P,P).

The image∆(X) ⊂ X×X is called thediagonal of X. Of course, the morphism∆ : X→
∆(X) is an isomorphism onto its image (with inverse morphism being given by(P,Q) 7→P).
So the space∆(X) is not really interesting as a new prevariety; instead the main question
is how∆(X) is embedded inX×X:

Lemma 2.5.3. A prevariety X is a variety if and only if the diagonal∆(X) is closed in
X×X.

Proof. It is obvious that a variety has this property (takeY = X×X and f1, f2 the two
projections toX). Conversely, if the diagonal∆(X) is closed andf1, f2 : Y→ X are two
morphisms, then they induce a morphism( f1, f2) : Y→ X×X by the universal property of
exercise 2.6.13, and

{P∈Y | f1(P) = f2(P)}= ( f1, f2)−1(∆(X))

is closed. �

Lemma 2.5.4. Every affine variety is a variety. Any open or closed subprevariety of a
variety is a variety.

Proof. If X ⊂ An is an affine variety with idealI(X) = ( f1, . . . , fr), the diagonal∆(X) ⊂
A2n is an affine variety given by the equationsfi(x1, . . . ,xn) = 0 for i = 1, . . . , r andxi = yi

for i = 1, . . . ,n, wherex1, . . . ,xn,y1, . . . ,yn are the coordinates onA2n. This is obviously
closed, soX is a variety by lemma 2.5.3.

If Y ⊂ X is open or closed, then∆(Y) = ∆(X)∩ (Y×Y); i.e. if ∆(X) is closed inX×X
then so is∆(Y) in Y×Y. �

Example 2.5.5. Let us illustrate lemma 2.5.3 in the case of the affine line with a doubled
origin. So letX1 = X2 = A1, and letX be the prevariety obtained by glueingX1 to X2 along
the identity onA\{0}. ThenX×X is covered by the four affine varietiesX1×X1, X1×X2,
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X2×X1, andX2×X2 by exercise 2.6.13. As we glue alongA1\{0} to obtainX, it follows
that the spaceX×X contains the point(P,Q) ∈ A1×A1

• once ifP 6= 0 andQ 6= 0,
• twice if P = 0 andQ 6= 0, or if P 6= 0 andQ = 0,
• four times ifP = 0 andQ = 0.

XxX

(X)∆

In particular,X×X contains four origins now. But the diagonal∆(X) contains only two of
them (by definition of the diagonal we have to take the same origin in both factors). So on
the patchX1×X2, the diagonal is given by{(P,P) ; P 6= 0} ⊂ X1×X2 = A1×A1, which
is not closed. So we see again thatX is not a variety.

2.6. Exercises.

Exercise 2.6.1.An algebraic setX ⊂ A2 defined by a polynomial of degree 2 is called a
conic. Show that any irreducible conic is isomorphic either toZ(y−x2) or toZ(xy−1).

Exercise 2.6.2.Let X,Y ⊂ A2 be irreducible conics as in exercise 2.6.1, and assume that
X 6= Y. Show thatX andY intersect in at most 4 points. For alln∈ {0,1,2,3,4}, find an
example of two conics that intersect in exactlyn points. (For a generalization see theorem
6.2.1.)

Exercise 2.6.3.Which of the following algebraic sets are isomorphic over the complex
numbers?

(a)A1 (b) Z(xy)⊂ A2

(c) Z(x2 +y2)⊂ A2 (d) Z(y2−x3−x2)⊂ A2

(e)Z(x2−y3)⊂ A2 (f) Z(y−x2,z−x3)⊂ A3

Exercise 2.6.4.Let X be an affine variety, and letG be a finite group. Assume thatG acts
on X, i.e. that for everyg∈ G we are given a morphismg : X→ X (denoted by the same
letter for simplicity of notation), such that(g◦h)(P) = g(h(P)) for all g,h∈G andP∈ X.

(i) Let A(X)G be the subalgebra ofA(X) consisting of allG-invariant functions on
X, i.e. of all f : X→ k such thatf (g(P)) = f (P) for all P∈ X. Show thatA(X)G

is a finitely generatedk-algebra.
(ii) By (i), there is an affine varietyY with coordinate ringA(X)G, together with a

morphismπ : X→ Y determined by the inclusionA(X)G ⊂ A(X). Show thatY
can be considered as thequotient of X by G, denotedX/G, in the following
sense:
(a) π is surjective.
(b) If P,Q∈ X thenπ(P) = π(Q) if and only if there is ag∈G such thatg(P) =

Q.
(iii) For a given group action, is an affine variety with the properties (ii)(a) and (ii)(b)

uniquely determined?
(iv) Let Zn = {exp(2πik

n ) ; k∈ Z} ⊂ C be the group ofn-th roots of unity. LetZn act
on Cm by multiplication in each coordinate. Show thatC/Zn is isomorphic toC
for all n, but thatC2/Zn is not isomorphic toC2 for n≥ 2.

Exercise 2.6.5.Are the following statements true or false: iff : An→Am is a polynomial
map (i.e.f (P) = ( f1(P), . . . , fm(P)) with fi ∈ k[x1, . . . ,xn]), and. . .
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(i) X ⊂ An is an algebraic set, then the imagef (X)⊂ Am is an algebraic set.
(ii) X ⊂ Am is an algebraic set, then the inverse imagef−1(X) ⊂ An is an algebraic

set.
(iii) X ⊂ An is an algebraic set, then the graphΓ = {(x, f (x)) |x∈ X} ⊂ An+m is an

algebraic set.

Exercise 2.6.6.Let f : X→Y be a morphism between affine varieties, and letf ∗ : A(Y)→
A(X) be the corresponding map ofk-algebras. Which of the following statements are true?

(i) If P∈ X andQ∈Y, then f (P) = Q if and only if ( f ∗)−1(I(P)) = I(Q).
(ii) f ∗ is injective if and only if f is surjective.

(iii) f ∗ is surjective if and only iff is injective.
(iv) f is an isomorphism if and only iff ∗ is an isomorphism.

If a statement is false, is there maybe a weaker form of it which is true?

Exercise 2.6.7.Let X be a prevariety. Show that:

(i) X is a Noetherian topological space,
(ii) any open subset ofX is a prevariety.

Exercise 2.6.8.Let (X,OX) be a prevariety, and letY⊂ X be an irreducible closed subset.
For every open subsetU ⊂ Y defineOY(U) to be the ring ofk-valued functionsf on U
with the following property: for every pointP∈Y there is a neighborhoodV of P in X and
a sectionF ∈ OX(V) such thatf coincides withF onU .

(i) Show that the ringsOY(U) together with the obvious restriction maps define a
sheafOY onY.

(ii) Show that(Y,OY) is a prevariety.

Exercise 2.6.9.Let X be a prevariety. Consider pairs(U, f ) whereU is an open subset
of X and f ∈ OX(U) a regular function onU . We call two such pairs(U, f ) and(U ′, f ′)
equivalent if there is an open subsetV in X with V ⊂U ∩U ′ such thatf |U = f |U ′ .

(i) Show that this defines an equivalence relation.
(ii) Show that the set of all such pairs modulo this equivalence relation is a field. It is

called thefield of rational functions onX and denotedK(X).
(iii) If X is an affine variety, show thatK(X) is just the field of rational functions as

defined in definition 2.1.3.
(iv) If U ⊂ X is any non-empty open subset, show thatK(U) = K(X).

Exercise 2.6.10.If U is an open subset of a prevarietyX and f : U → P1 a morphism, is it
always true thatf can be extended to a morphism̃f : X→ P1 ?

Exercise 2.6.11.Show that the prevarietyP1 is a variety.

Exercise 2.6.12.

(i) Show that every isomorphismf : A1→ A1 is of the form f (x) = ax+b for some
a,b∈ k, wherex is the coordinate onA1.

(ii) Show that every isomorphismf : P1→ P1 is of the form f (x) = ax+b
cx+d for some

a,b,c,d ∈ k, wherex is an affine coordinate onA1 ⊂ P1. (For a generalization
see corollary 6.2.10.)

(iii) Given three distinct pointsP1,P2,P3 ∈ P1 and three distinct pointsQ1,Q2,Q3 ∈
P1, show that there is a unique isomorphismf : P1→ P1 such thatf (Pi) = Qi for
i = 1,2,3.

(Remark: If the ground field isC, the very same statements are true in the complex analytic
category as well, i.e. if “morphisms” are understood as “holomorphic maps” (andP1 is
the Riemann sphereC∞). If you know some complex analysis and have some time to kill,
you may try to prove this too.)
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Exercise 2.6.13.Let X andY be prevarieties with affine open covers{Ui} and{Vj}, re-
spectively. Construct the product prevarietyX×Y by glueing the affine varietiesUi ×Vj

together. Moreover, show that there are projection morphismsπX : X×Y→X andπY : X×
Y→Y satisfying the “usual” universal property for products: given morphismsf : Z→ X
andg : Z→Y from any prevarietyZ, there is a unique morphismh : Z→ X×Y such that
f = πX ◦h andg = πY ◦h.
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3. PROJECTIVE VARIETIES

Similarly to the affine case, a subset of projective n-space Pn over k is called a projec-
tive algebraic set if it can be written as the zero locus of a (finite) set of homogeneous
polynomials. The Zariski topology on Pn is the topology whose closed sets are the
projective algebraic sets. The concepts of irreducibility and dimension are purely
topological and extend therefore immediately to subsets of projective space. We
prove a projective version of the Nullstellensatz and make projective varieties into
ringed spaces that are varieties.

The main property of projective varieties distinguishing them from affine varieties
is that (over C in the classical topology) they are compact. In terms of algebraic
geometry this translates into the statement that if f : X→Y is a morphism between
projective varieties then f (X) is closed in Y.

3.1. Projective spaces and projective varieties.In the last section we have studied va-
rieties, i.e. topological spaces that are locally isomorphic to affine varieties. In particular,
the ability to glue affine varieties together allowed us to constructcompactspaces (over the
ground fieldC) like e.g.P1, whereas affine varieties themselves are never compact unless
they are a single point (see exercise 3.5.6). Unfortunately, the description of a variety in
terms of its affine patches is often quite inconvenient in practice, as we have seen already
in the calculations in the last section. It would be desirable to have a global description of
the spaces that does not refer to glueing methods.

Projective varieties form a large class of “compact” varieties that do admit such a unified
global description. In fact, the class of projective varieties is so large that it is not easy to
construct a variety that isnot (an open subset of) a projective variety.

To construct projective varieties, we need to define projective spaces first. Projective
spaces are “compactifications” of affine spaces. We have seenP1 already as a compact-
ification of A1; general projective spaces are an extension of this construction to higher
dimensions.

Definition 3.1.1. We defineprojective nnn-spaceover k, denotedPn, to be the set of all
one-dimensional linear subspaces of the vector spacekn+1.

Remark3.1.2. Obviously, a one-dimensional linear subspace ofkn+1 is uniquely deter-
mined by a non-zero vector inkn+1. Conversely, two such vectorsa = (a0, . . . ,an) and
b = (b0, . . . ,bn) in kn+1 span the same linear subspace if and only if they differ only by a
common scalar, i.e. ifb = λa for some non-zeroλ ∈ k. In other words,

Pn = {(a0, . . . ,an) ; ai ∈ k, not allai = 0}/∼

with the equivalence relation

(a0, . . . ,an)∼ (b0, . . . ,bn) if ai = λbi for someλ ∈ k\{0} and alli.

This is often written as

Pn = (kn+1\{0})/(k\{0}),

and the pointP in Pn determined by(a0, . . . ,an) is written asP= (a0 : · · · : an) (the notation
[a0, . . . ,an] is also common in the literature). So the notation(a0 : · · · : an) means that the
ai are not all zero, and that they are defined only up to a common scalar multiple. Theai

are called thehomogeneous coordinatesof the pointP (the motivation for this name will
become obvious in the course of this section).

Example 3.1.3. Consider the one-dimensional projective spaceP1. Let (a0 : a1) ∈ P1 be
a point. Then we have one of the following cases:
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(i) a0 6= 0. ThenP can be written asP= (1 : a) with a= a1
a0
∈ k. Obviously(1 : a) =

(1 : b) if and only if a = b, i.e. the ambiguity in the homogeneous coordinates is
gone if we fix one of them to be 1. So the set of these points is justA1. We call
a = a1

a0
theaffine coordinateof the pointP; it is uniquely determined byP (and

not just up to a multiple as for the homogeneous coordinates).
(ii) a0 = 0, and thereforea1 6= 0. There is just one such point that we can write as

(0 : 1).

SoP1 is justA1 with one point added. This additional point(0 : 1) can be thought of as a
“point at infinity”, as you can see from the fact that its affine coordinate is formally1

0. So
we arrive at the same description ofP1 as in example 2.4.5 (i).

Remark3.1.4. There is a completely analogous description ofPn asAn with some points
added “at infinity”: letP= (a0 : · · · : an)∈Pn be a point. Then we have one of the following
cases:

(i) a0 6= 0. ThenP = (1 : α1 : · · · : αn) with αi = ai
a0

for all i. Theαi are the affine
coordinates ofP; they are uniquely determined byP and are obtained by setting
a0 = 1. So the set of allP with a0 6= 0 is justAn.

(ii) a0 = 0, i.e.P = (0 : a1 : · · · : an), with theai still defined only up to a common
scalar. Obviously, the set of such points isPn−1; the set of all one-dimensional
linear subspaces ofAn. We think of these points as points at infinity; the new twist
compared toP1 is just that we havea point at infinity for every one-dimensional
linear subspace ofAn, i.e. for every “direction” inAn. So, for example, two
lines in An will meet at infinity (when compactified inPn) if and only if they
are parallel, i.e. point in the same direction. (This is good as it implies that two
distinct lines always intersect in exactly one point.)

Usually, it is more helpful to think of the projective spacePn as the affine spaceAn com-
pactified by adding some points (parametrized byPn−1) at infinity, rather than as the set of
lines inAn+1.

Remark3.1.5. In the casek = C, we claim thatPn is a compact space (in the classical
topology). In fact, let

S2n+1 = {(a0, . . . ,an) ∈ Cn+1 ; |a0|2 + · · ·+ |an|2 = 1}

be the unit sphere inCn+1 = R2n+2. This is a compact space as it is closed and bounded,
and there is an obvious surjective map

S2n+1→ Pn, (a0, · · · ,an) 7→ (a0 : · · · : an).

As images of compact sets under continuous maps are compact, it follows thatPn is also
compact.

Remark3.1.6. In complete analogy to affine algebraic sets, we now want to define pro-
jective algebraic sets to be subsets ofPn that can be described as the zero locus of some
polynomials in the homogeneous coordinates. Note however that iff ∈ k[x0, . . . ,xn] is an
arbitrary polynomial, it does not make sense to write down a definition like

Z( f ) = {(a0 : · · · : an) ; f (a0, . . . ,an) = 0},

because theai are only defined up to a common scalar. For example, iff (x0,x1) = x2
1−x0

then f (1,1) = 0 but f (−1,−1) 6= 0, although(1 : 1) and(−1 :−1) are the same point in
P1. To get rid of this problem we have to require thatf behomogeneous, i.e. that all of its
monomials have the same (total) degreed. This is equivalent to the requirement

f (λx0, . . . ,λxn) = λd f (x0, . . . ,xn) for all λ,
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so in particular we see that

f (λx0, . . . ,λxn) = 0 ⇐⇒ f (x0, . . . ,xn) = 0,

i.e. the condition that ahomogeneouspolynomial in the homogeneous coordinates vanishes
is indeed well-defined.

Definition 3.1.7. For every f ∈ k[x0, . . . ,xn] let f (d) denote the degree-d part of f , i.e.
f = ∑ f (d) with f (d) homogeneous of degreed for all d.

Lemma 3.1.8. Let I⊂ k[x0, . . . ,xn] be an ideal. The following are equivalent:

(i) I can be generated by homogeneous polynomials.
(ii) For every f∈ I we have f(d) ∈ I for all d.

An ideal that satisfies these conditions is calledhomogeneous.

Proof. (i) ⇒ (ii): Let I = ( f1, . . . , fm) with all fi homogeneous. Then everyf ∈ I can
be written asf = ∑i ai fi for someai ∈ k[x0, . . . ,xn] (which need not be homogeneous).
Restricting this equation to the degree-d part, we getf (d) = ∑i(ai)(d−degfi) fi ∈ I .

(ii) ⇒ (i): Any ideal can be written asI = ( f1, . . . , fm) with the fi possibly not being

homogeneous. But by (ii) we know that allf (d)
i are inI too, so it follows thatI is generated

by the homogeneous polynomialsf (d)
i . �

Remark3.1.9. Note that it isnot true that every element of a homogeneous idealI is a
homogeneous polynomial: we can always add two polynomials ofI to get another element
of I , even if they do not have the same degree.

With the exception of the homogeneity requirement, the following constructions are
now completely analogous to the affine case:

Definition 3.1.10. Let I ⊂ k[x0, . . . ,xn] be a homogeneous ideal (or a set of homogeneous
polynomials). The set

Z(I)Z(I)Z(I) := {(a0 : · · · : an) ∈ Pn ; f (a0, . . . ,an) = 0 for all f ∈ I}
is called thezero locusof I ; this is well-defined by remark 3.1.6. Subsets ofPn that are of
the formZ(I) are calledalgebraic sets. If X ⊂ Pn is any subset, we call

I(X)I(X)I(X) :=the ideal generated by

{ f ∈ k[x0, . . . ,xn] homogeneous ;f (a0, . . . ,an) = 0 for all (a0 : · · · : an) ∈ X}
⊂ k[x0, . . . ,xn]

the ideal of X; by definition this is a homogeneous ideal.

If we want to distinguish between the affine zero locusZ(I)⊂ An+1 and the projective
zero locusZ(I)⊂ Pn of the same (homogeneous) ideal, we denote the former byZa(I) and
the latter byZp(I).

Remark3.1.11. A remark that is sometimes useful is that every projective algebraic set
can be written as the zero locus of finitely many homogeneous polynomialsof the same
degree. This follows easily from the fact thatZ( f ) = Z(xd

0 f , . . . ,xd
n f ) for all homogeneous

polynomialsf and everyd≥ 0.

Example 3.1.12.Let L ⊂ An+1 be a linear subspace of dimensionk+ 1; it can be given
by n− k linear equations in the coordinates ofAn+1. The image ofL under the quotient
map(An+1\{0})/(k\{0}) = Pn, i.e. the subspace ofPn given by the samen−k equations
(now considered as equations in the homogeneous coordinates onPn) is called alinear
subspaceof Pn of dimensionk. Once we have given projective varieties the structure of
varieties, we will see that a linear subspace ofPn of dimensionk is isomorphic toPk. For
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example, a line inP3 (with homogeneous coordinatesx0,x1,x2,x3) is given by two linearly
independent equations in thexi . One example is the line

{x2 = x3 = 0}= {(a0 : a1 : 0 : 0) ; a0,a1 ∈ k} ⊂ P3,

which is “obviously isomorphic” toP1.

Example 3.1.13.Consider the conics inA2

X1 = {x2 = x2
1} and X2 = {x1x2 = 1}

of exercise 2.6.1. We want to “compactify” these conics to projective algebraic setsX̃1,
X̃2 in P2. Note that for a projective algebraic set we need the defining polynomials to be
homogeneous, which is not yet the case here. On the other hand, we have an additional
coordinatex0 that you can think of as being 1 on the affine spaceA2⊂ P2. So it is obvious
that we should make the defining equations homogeneous by adding suitable powers ofx0:
consider

X̃1 = {x0x2 = x2
1} and X̃2 = {x1x2 = x2

0}
in P2. Then the restriction of̃Xi to the affine spaceA2⊂ P2 is just given byXi for i = 1,2.
We call X̃i theprojective completion of Xi ; it can be done in the same way for all affine
varieties (see exercise 3.5.3).

Let us consider̃X1 first. The points that we add at infinity correspond to those where
x0 = 0. It follows from the defining equation thatx1 = 0 as well; and then we must nec-
essarily havex2 6= 0 as the coordinates cannot be simultaneously zero. So there is only
one point added at infinity, namely(0 : 0 : 1). It corresponds to the “vertical direction” in
A2, which is the direction in which the parabolax2 = x2

1 goes off to infinity (at both ends
actually).

For X̃2, the added points have againx0 = 0. This means thatx1x2 = 0, which yields the
two points(0 : 1 : 0) and(0 : 0 : 1) in P2: we added two points at infinity, one corresponding
to the “horizontal” and one to the “vertical” direction inA2. This is clear from the picture
below as the hyperbolax1x2 = 1 extends to infinity both along thex1 and thex2 axis.

x 1

x 2 X1

x 1

x 2

X2

Note that the equations of̃X1 and X̃2 are exactly the same, up to a permutation of the
coordinates. Even if we have not given projective varieties the structure of varieties yet,
it should be obvious that̃X1 and X̃2 will be isomorphic varieties, with the isomorphism
being given by exchangingx0 andx1. Hence we see that the two distinct types of conics
in A2 become the same in projective space: there is only one projective conic inP2 up to
isomorphism. The difference in the affine case comes from the fact that some conics “meet
infinity” in one point (likeX1), and some in two (likeX2).

Proposition 3.1.14.

(i) If I1⊂ I2 are homogeneous ideals in k[x0, . . . ,xn] then Z(I2)⊂ Z(I1).
(ii) If {Ii} is a family of homogeneous ideals in k[x0, . . . ,xn] then

T
i Z(Ii) = Z(

S
i Ii)⊂

Pn.
(iii) If I1, I2⊂ k[x0, . . . ,xn] are homogeneous ideals then Z(I1)∪Z(I2) = Z(I1I2)⊂ Pn.
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In particular, arbitrary intersections and finite unions of algebraic sets are again algebraic
sets.

Proof. The proof is the same as in the affine case (proposition 1.1.6). �

Definition 3.1.15. We define theZariski topology onPn to be the topology whose closed
sets are the algebraic sets (proposition 3.1.14 tells us that this gives in fact a topology).
Moreover, any subsetX of Pn (in particular any algebraic set) will be equipped with the
topology induced by the Zariski topology onPn. This will be called the Zariski topology
onX.

Remark3.1.16. The concepts of irreducibility and dimension introduced in section 1.3 are
purely topological ones, so they apply to projective algebraic sets (or more generally to
any subset ofPn) as well. They have the same geometric interpretation as in the affine
case. Irreducible algebraic sets inPn are calledprojective varieties. As in the affine case
(see lemma 1.3.4) a projective algebraic setX is irreducible if and only if its idealI(X) is
a prime ideal. In particular,Pn itself is irreducible.

3.2. Cones and the projective Nullstellensatz.We will now establish a correspondence
between algebraic sets inPn and homogeneous radical ideals ink[x0, . . . ,xn], similar to
the affine case. This is quite straightforward; the only twist is that there is no zero point
(0 : · · · : 0) in Pn, and so the zero locus of the radical homogeneous ideal(x0, . . . ,xn) is
empty although the ideal is not equal to(1). So we will have to exclude this ideal from our
correspondence, which is why it is sometimes called theirrelevant ideal.

As we want to use the results of the affine case for the proof of this statement, let us first
establish a connection between projective algebraic sets inPn and certain affine algebraic
sets inAn+1.

Definition 3.2.1. An affine algebraic setX ⊂ An+1 is called aconeif it is not empty, and
if we have for allλ ∈ k

(x0, . . . ,xn) ∈ X ⇒ (λx0, . . . ,λxn) ∈ X.

If X ⊂ Pn is a projective algebraic set, then

C(X)C(X)C(X) := {(x0, . . . ,xn) |(x0 : · · · : xn) ∈ X}∪{0}

is called the cone overX (obviously this is a cone).

Remark3.2.2. In other words, a cone is an algebraic set inAn+1 that can be written
as a (usually infinite) union of lines through the origin. The cone over a projective al-
gebraic setX ⊂ Pn is the inverse image ofX under the projection mapAn+1\{0} →
(An+1\{0})/(k\{0}) = Pn, together with the origin.

Example 3.2.3. The following picture shows an example of a (two-dimensional) cone
C(X) in A3 over the (one-dimensional) projective varietyX in H = P2:

x0

L1

L2

/A3

H

X

C(X)
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(C(X) consists only of the “boundary” of the cone, not of the “interior”.) Note thatC(X)
contains the two linesL1 andL2, which correspond to “points at infinity” of the projective
spaceP2.

Lemma 3.2.4.

(i) Let I ( k[x0, . . . ,xn] be a homogeneous ideal. If X= Zp(I) ⊂ Pn, then C(X) =
Za(I)⊂ An+1.

(ii) Conversely, if X⊂ Pn is a projective algebraic set and I(X) ⊂ k[x0, . . . ,xn] is its
homogeneous ideal, then I(C(X)) = I(X).

In other words, there is a one-to-one correspondence between projective algebraic sets in
Pn and affine cones inAn+1, given by taking the zero locus of the same homogeneous ideal
(not equal to(1)) either inPn or in An+1.

Proof. This is obvious from the definitions. �

Using this lemma, it is now very simple to derive a projective version of the Nullstel-
lensatz:

Proposition 3.2.5. (“The projective Nullstellensatz”)

(i) If X1⊂ X2 are algebraic sets inPn then I(X2)⊂ I(X1).
(ii) For any algebraic set X⊂ Pn we have Zp(I(X)) = X.

(iii) For any homogeneous ideal I⊂ k[x0, . . . ,xn] such that Zp(I) is not empty we have
I(Zp(I)) =

√
I.

(iv) For any homogeneous ideal I⊂ k[x0, . . . ,xn] such that Zp(I) is empty we have
either I = (1) or

√
I = (x0, . . . ,xn). In other words, Zp(I) is empty if and only if

(x0, . . . ,xn)r ⊂ I for some r.

Proof. The proofs of (i) and (ii) are literally the same as in the affine case, see proposition
1.2.9.

(iii): Let X = Zp(I). Then

I(Zp(I)) = I(X) = I(C(X)) = I(Za(I)) =
√

I

by lemma 3.2.4 and the affine Nullstellensatz of proposition 1.2.9 (iii).

(iv): If Zp(I) is empty, thenZa(I) is either empty or just the origin. So corollary 1.2.10

tells us thatI = (1) or
√

I = (x0, . . . ,xn). In any case, this means thatxki
i ∈ I for someki , so

(x0, . . . ,xn)k0+···+kn ⊂ I . �

Theorem 3.2.6. There is a one-to-one inclusion-reversing correspondence between alge-
braic sets inPn and homogeneous radical ideals in k[x0, . . . ,xn] not equal to(x0, . . . ,xn),
given by the operations Z(·) and I(·).

Proof. Immediately from proposition 3.2.5. �

3.3. Projective varieties as ringed spaces.So far we have defined projective varieties
as topological spaces. Of course we want to make them into ringed spaces and finally
show that they are varieties in the sense of definitions 2.4.1 and 2.5.1. So letX ⊂ Pn be a
projective variety. First of all we have to makeX into a ringed space whose structure sheaf
is a sheaf ofk-valued functions. The construction is completely analogous to the affine
case discussed in section 2.1.

Definition 3.3.1. The ring
S(X)S(X)S(X) := k[x0, . . . ,xn]/I(X)

is called thehomogeneous coordinate ringof X.
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Remark3.3.2. In contrast to the affine case, the elements ofS(X) do not define functions
on X, because the homogeneous coordinates are only determined up to a common scalar.
Rather, to get well-defined functions, we have to take quotients of two homogeneous poly-
nomialsof the same degree d, because then a rescaling of the homogeneous coordinates by
a factorλ ∈ k\{0} gives a factor ofλd in both the numerator and denominator, so that it
cancels out:

Definition 3.3.3. Let
S(X)(d) := { f (d) ; f ∈ S(X)}

be the degree-d part ofS(X). Note that this is well-defined: iff ∈ I(X) then f (d) = 0 by
lemma 3.1.8. We define thefield of rational functions to be

K(X)K(X)K(X) :=
{

f
g

; f ,g∈ S(X)(d) andg 6= 0

}
.

By remark 3.3.2, the elements ofK(X) give set-theoretic functions to the ground fieldk
wherever the denominator is non-zero. Now as in the affine case set

OX,P :=
{

f
g
∈ K(X) ; g(P) 6= 0

}
and OX(U) :=

\
P∈U

OX,P

for P∈ X andU ⊂ X open. It is easily seen that this is a sheaf ofk-valued functions.

Remark3.3.4. In the same way as for affine varieties (see exercise 2.6.9) one can show
that the function fieldK(X) defined above agrees with the definition for general varieties.

Remark3.3.5. Note thatOX(X) = k, i.e.every regular function on all of X is constant. This
follows trivially from the description ofK(X): if the function is to be defined everywhere
g must be a constant. But thenf has to be a constant too as it must have the same degree
asg. A (slight) generalization of this will be proved in corollary 3.4.10.

Proposition 3.3.6. Let X be a projective variety. Then(X,OX) is a prevariety.

Proof. We need to find an open affine cover ofX. Consider the open subset

X0 = {(a0 : · · · : an) ∈ X ; a0 6= 0}= X∩An

(whereAn ⊂ Pn as in remark 3.1.4). IfX = Z( f1, . . . , fr) with fi ∈ k[x0, . . . ,xn] homoge-
neous, setgi(x1, . . . ,xn) = fi(1,x1, . . . ,xn)∈ k[x1, . . . ,xn] and defineY = Z(g1, . . . ,gr)⊂An.
We claim that there is an isomorphism

F : X∩An→Y, (a0 : · · · : an) 7→
(

a1

a0
, . . . ,

an

a0

)
.

In fact, it is obvious that a set-theoretic inverse is given by

F−1 : Y→ X∩An, (a1, . . . ,an) 7→ (1 : a1 : · · · : an).

Moreover,F is a morphism because it pulls back a regular function on (an open subset of)
Y of the form

p(a1, . . . ,an)
q(a1, . . . ,an)

to
p(a1

a0
, . . . , an

a0
)

q(a1
a0

, . . . , an
a0

)
,

which is a regular function onX ∩An as it can be rewritten as a quotient of two homo-
geneous polynomials of the same degree (by canceling the fractions in the numerator and
denominator). In the same way,F−1 pulls back a regular function on (an open subset of)
X∩An

p(a0, . . . ,an)
q(a0, . . . ,an)

to
p(1,a1, . . . ,an)
q(1,a1, . . . ,an)

,

which is a regular function onY. SoF is an isomorphism.
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In the same way we can do this for the open setsXi = {(x0 : · · · : xn) ∈ X ; xi 6= 0} for
i = 0, . . . ,n. As thexi cannot be simultaneously zero, it follows that theXi form an affine
cover ofX. SoX is a prevariety. �

Remark3.3.7. Following the proof of proposition 3.3.6, it is easy to see that our “new”
definition ofP1 agrees with the “old” definition of example 2.4.5 (i) by glueing two affine
linesA1.

Remark3.3.8. Proposition 3.3.6 implies that all our constructions and results for preva-
rieties apply to projective varieties as well. For example, we know what morphisms are,
and have defined products of projective varieties. We have also defined the field of rational
functions for prevarieties in exercise 2.6.9; it is easy to check that this definition agrees
with the one in definition 3.3.3.

Although this gives us the definition of morphisms and products, we would still have to
apply our glueing techniques to write down a morphism or a product. So we should find a
better description for morphisms and products involving projective varieties:

Lemma 3.3.9. Let X⊂ Pn be a projective variety (or an open subset of a projective vari-
ety). Let f1, . . . , fm ∈ k[x0, . . . ,xn] be homogeneous polynomials of the same degree in the
homogeneous coordinates ofPn, and assume that for every P∈X at least one of the fi does
not vanish at P. Then the fi define a morphism

f : X→ Pm, P∈ X 7→ ( f0(P) : · · · : fm(P)).

Proof. First of all note thatf is well-defined set-theoretically: we have assumed that the
image point can never be(0 : · · · : 0); and if we rescale the homogeneous coordinatesxi we
get

( f0(λx0 : · · · : λxn) : · · · : fm(λx0 : · · · : λxn))

= (λd f0(x0 : · · · : xn) : · · · : λd fm(x0 : · · · : xn))

= ( f0(x0 : · · · : xn) : · · · : fm(x0 : · · · : xn)),

whered is the common degree of thefi . To check thatf is a morphism, we want to use
lemma 2.4.10, i.e. check the condition on an affine open cover. So let{Vi} be the affine
open cover ofPm with Vi = {(y0 : · · · : ym) ; yi 6= 0}, and letUi = f−1(Vi). Then in the affine

coordinates onVi the mapf |Ui is given by the quotients of polynomials
f j
fi

for j = 0, . . . ,n
with j 6= i, hence gives a morphism asfi(P) 6= 0 onUi . So f is a morphism by lemma
2.4.10. �

Remark3.3.10. It should be noted however that not every morphism between projective
varieties can be written in this form. The following example shows that this occurs already
in quite simple cases. For a more precise statement see lemma 7.5.14.

Example 3.3.11.By lemma 3.3.9, the map

f : P1 7→ P2, (s : t) 7→ (x : y : z) = (s2 : st : t2)

is a morphism (as we must haves 6= 0 or t 6= 0 for every point ofP1, it follows thats2 6= 0
or t2 6= 0; hence the image point is always well-defined).

Let X = f (P1) be the image off . We claim thatX is a projective variety with ideal
I = (xz−y2). In fact, it is obvious thatf (P1)⊂ Z(I). Conversely, letP = (x : y : z) ∈ Z(I).
As xz−y2 = 0 we must havex 6= 0 or z 6= 0; let us assume without loss of generality that
x 6= 0. Then(x : y) ∈ P1 is a point that maps to(x2 : xy : y2) = (x2 : xy : xz) = (x : y : z).

It is now easy to show thatf : P1→ X is in fact an isomorphism: the inverse image
f−1 : X→ P1 is given by

f−1(x : y : z) = (x : y) and f−1(x : y : z) = (y : z).
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Note that at least one of the two points(x : y) and(y : z) is always well-defined; and if they
are both defined they agree because of the equationxz= y2. By lemma 3.3.9 both equations
determine a morphism where they are well-defined; so by lemma 2.4.10 they glue to give
an inverse morphismf−1. Note thatf−1 is a (quite simple) morphism between projective
varieties that cannot be written globally in the form of lemma 3.3.9.

Summarizing, we have shown thatf is an isomorphism: the curve{xz= y2} ⊂ P2 is
isomorphic toP1. This example should be compared to exercise 2.6.1 and example 3.1.13.
It is a special case of the Veronese embedding of 3.4.11.

Finally, let us analyze the isomorphismf geometrically. LetQ = (1 : 0 : 0) ∈ X, and
let L⊂ P2 be the line{x = 0}. For any pointP = (a : b : c) 6= Q there is a unique linePQ
throughP andQ with equationyc= zb. This line has a unique intersection pointPQ∩L
with the lineL, namely(0 : b : c). If we identify L with P1 in the obvious way, we see that
the above geometric construction gives us exactlyf−1(P) = PQ∩L. We say thatf−1 is
theprojection from Q to L.

f −1 P)(
L

Q

P

X

Example 3.3.12.ConsiderPn with homogeneous coordinatesx0, . . . ,xn, andPm with ho-
mogeneous coordinatesy0, . . . ,ym. We want to find an easy description of the product
Pn×Pm.

Let PN = P(n+1)(m+1)−1 be projective space with homogeneous coordinateszi, j , 0≤ i ≤
n, 0≤ j ≤m. There is an obviously well-defined set-theoretic mapf : Pn×Pm→ PN given
by zi, j = xiy j .

Lemma 3.3.13.Let f : Pn×Pm→ PN be the set-theoretic map as above. Then:

(i) The image X= f (Pn×Pm) is a projective variety inPN, with ideal generated by
the homogeneous polynomials zi, jzi′, j ′−zi, j ′zi′, j for all 0≤ i, i′ ≤ n and0≤ j, j ′ ≤
m.

(ii) The map f: Pn×Pm→X is an isomorphism. In particular,Pn×Pm is a projective
variety.

(iii) The closed subsets ofPn×Pm are exactly those subsets that can be written as
the zero locus of polynomials in k[x0, . . . ,xn,y0, . . . ,ym] that are bihomogeneous
in the xi and yi .

The map f is called theSegre embedding.

Proof. (i): It is obvious that the points off (Pn×Pm) satisfy the given equations. Con-
versely, letP be a point inPN with coordinateszi, j that satisfy the given equations. At least
one of these coordinates must be non-zero; we can assume without loss of generality that
it is z0,0. Let us pass to affine coordinates by settingz0,0 = 1. Then we havezi, j = zi,0z0, j ;
so by settingxi = zi,0 andy j = z0, j we obtain a point ofPn×Pm that is mapped toP by f .

(ii): Continuing the above notation, letP ∈ f (Pn×Pm) be a point withz0,0 = 1. If
f (xi ,y j) = P, it follows thatx0 6= 0 andy0 6= 0, so we can assumex0 = 1 andy0 = 1 as the
xi andy j are only determined up to a common scalar. But then it follows thatxi = zi,0 and
y j = z0, j ; i.e. f is bijective.
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The same calculation shows thatf and f−1 are given (locally in affine coordinates) by
polynomial maps; sof is an isomorphism.

(iii): It follows by the isomorphism of (ii) that any closed subset ofPn×Pm is the zero
locus of homogeneous polynomials in thezi, j , i.e. of bihomogeneous polynomials in thexi

andy j (of the same degree). Conversely, a zero locus of bihomogeneous polynomials can
always be rewritten as a zero locus of bihomogeneous polynomials of the same degree in
thexi andyi by remark 3.1.11. But such a polynomial is obviously a polynomial in thezi, j ,
so it determines an algebraic set inX ∼= Pn×Pm. �

Example 3.3.14.By lemma 3.3.13,P1×P1 is (isomorphic to) the quadric surface

X = {(z0,0 : z0,1 : z1,0 : z1,1) ; z0,0z1,1 = z1,0z0,1} ⊂ P3.

by the isomorphism

P1×P1→ X, ((x0 : x1),(y0 : y1)) 7→ (x0y0 : x0y1 : x1y0 : x1y1).

In particular, the “lines”P1×P andP×P1 in P1×P1 where the first or second factor is
constant are mapped to lines inX ⊂ P3. We can see these two families of lines on the
quadric surfaceX:

PI 1

PI 1

P≅ 3in IX

Corollary 3.3.15. Every projective variety is a variety.

Proof. We have already seen in proposition 3.3.6 that every projective variety is a preva-
riety, so by lemma 2.5.3 and lemma 2.5.4 it only remains to be shown that the diagonal
∆(Pn)⊂ Pn×Pn is closed. We can describe this diagonal as

∆(Pn) = {((x0 : · · · : xn),(y0 : · · · : yn)) ; xiy j −x jyi = 0 for all i, j},

because these equations mean exactly that the matrix(
x0 x1 · · · xn

y0 y1 · · · yn

)
has rank (at most 1), i.e. that(x0 : · · · : xn) = (y0 : · · · : yn).

In particular, it follows by lemma 3.3.13 (iii) that∆(Pn)⊂ Pn×Pn is closed. �

3.4. The main theorem on projective varieties.The most important property of projec-
tive varieties is that they are compact in the classical topology (if the ground field isk= C).
We have seen this already for projective spaces in remark 3.1.5, and it then follows for pro-
jective algebraic sets as well as they are closed subsets (even in the classical topology) of
the compact projective spaces. Unfortunately, the standard definition of compactness does
not make sense at all in the Zariski topology, so we need to find an alternative description.

One property of compact sets is that they are mapped to compact sets under continu-
ous maps. In our language, this would mean that images of projective varieties under a
morphism should be closed. This is what we want to prove.
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Remark3.4.1. Note first that this property definitely does not hold for affine varieties:
consider e.g. the affine varietyX = {(x,y) ; xy = 1} ⊂ A2 and the projection morphism
f : X→ A1, (x,y) 7→ x. The image off is A1\{0}, which is not closed inA1. In fact, we
can see from example 3.1.13 why it is not closed: the “vertical point at infinity”, which
would map tox = 0∈ A1 and make the image closed, is missing in the affine varietyX.

x

y

X

X( )f = A1 \{0}

To prove the above mentioned statement we start with a special case (from which the
general one will follow easily).

Theorem 3.4.2. The projection mapπ : Pn×Pm→ Pn is closed, i.e. if X⊂ Pn×Pm is
closed then so isπ(X).

Proof. Let X ⊂ Pn×Pm be an algebraic set. By lemma 3.3.13 (iii) we can writeX as the
zero locus of polynomialsf1(x,y), . . . , fr(x,y) bihomogeneous in the coordinatesxi of Pn

andyi of Pm (where we use the short-hand notationfi(x,y) for fi(x0, . . . ,xn,y0, . . . ,ym)).
By remark 3.1.11 we may assume that allfi have the same degreed in theyi .

Let P∈ Pn be a fixed point. ThenP∈ π(X) if and only if the common zero locus of the
polynomialsfi(P,y) in y is non-empty inPm, which by proposition 3.2.5 is the case if and
only if

(y0, . . . ,ym)s 6⊂ ( f1(P,y), . . . , fr(P,y)) (∗)
for all s≥ 0. As(∗) is obvious fors< d, it suffices to show that for anys≥ d, the set of all
P∈ Pn satisfying(∗) is closed, asπ(X) will then be the intersection of all these sets and
therefore closed as well.

Note that the ideal(y0, . . . ,ym)s is generated by the
(m+s

m

)
monomials of degrees in the

yi , which we denote byMi(y) (in any order). Hence(∗) is not satisfied if and only if there
are polynomialsgi, j(y) such thatMi(y) = ∑ j gi, j(y) f j(P,y) for all i. As theMi and f j are
homogeneous of degreesandd, respectively, this is the same as saying that such relations
exist with thegi, j homogeneous of degrees−d. But if we letNi(y) be the collection of all
monomials in theyi of degrees−d, this is in turn equivalent to saying that the collection
of polynomials{Ni(y) f j(P,y) ; 1≤ i ≤

(m+s−d
m

)
,1≤ j ≤ r} generates the whole vector

space of polynomials of degrees. Writing the coefficients of these polynomials in a matrix
A = As(P), this amounts to saying thatA has rank (at least)

(m+s
m

)
. Hence(∗) is satisfied

if and only if all minors ofA of size
(m+s

m

)
vanish. But as the entries of the matrixA are

homogeneous polynomials in the coefficients ofP, it follows that the set of allP satisfying
(∗) is closed. �

Remark3.4.3. Let us look at theorem 3.4.2 from an algebraic viewpoint. We start with
some equationsfi(x,y) and ask for the image of the projection map(x,y) 7→ x, which can
be written as

{x ; there is ay such thatfi(x,y) = 0 for all i}.



46 Andreas Gathmann

In other words, we are trying toeliminatethe variablesy from the system of equations
fi(x,y) = 0. The statement of the theorem is that the set of all suchx can itself be written as
the solution set of some polynomial equations. This is sometimes called themain theorem
of elimination theory.

Corollary 3.4.4. The projection mapπ : Pn×Y→Y is closed for any variety Y .

Proof. Let us first show the statement forY ⊂ Am being an affine variety. Then we can
regardY as a subspace ofPm via the embeddingAm⊂ Pm (Y is neither open nor closed
in Pm, but that does not matter). Now ifZ ⊂ Pn×Y is closed, letZ̃ ⊂ Pn×Pm be the
projective closure. By theorem 3.4.2,π(Z̃) is closed inPm, whereπ is the projection
morphism. Therefore

π(Z) = π(Z̃∩ (Pn×Y)) = π(Z̃)∩Y

is closed inY.

If Y is any variety we can cover it by affine open subsets. As the condition that a
subset is closed can be checked by restricting it to the elements of an open cover, the
statement follows from the corresponding one for the affine open patches that we have just
shown. �

Remark3.4.5. Corollary 3.4.4 is in fact the property ofPn that captures the idea of com-
pactness (as we will see in corollary 3.4.7). Let us therefore give it a name: we say that a
variety X is complete if the projection mapπ : X×Y→ Y is closed for every varietyY.
(You can think of the name “complete” as coming from the geometric idea that it contains
all the “points at infinity” that were missing in affine varieties.) So corollary 3.4.4 says that
Pn is complete. Moreover, any projective varietyZ ⊂ Pn is complete, because any closed
set inZ×Y is also closed inPn×Y, so its image under the projection morphism toY will
be closed as well.

Remark3.4.6. We have just seen that every projective variety is complete. In fact, whereas
the converse of this statement is not true, it is quite hard to write down an example of a
complete variety that is not projective. We will certainly not meet such an example in the
near future. So for practical purposes you can usually assume that the terms “projective
variety” and “complete variety” are synonymous.

Corollary 3.4.7. Let f : X→Y be a morphism of varieties, and assume that X is complete.
Then the image f(X)⊂Y is closed.

Proof. We factor f as f : X
Γ→ X×Y

π→Y, whereΓ = (idX, f ) (the so-calledgraph mor-
phism), andπ is the projection toY.

We claim thatΓ(X) = {(P, f (P)) ; P∈ X} ⊂ X×Y is closed. To see this, note first that
the diagonal∆(Y)⊂Y×Y is closed asY is a variety. NowΓ(X) is just the inverse image
of ∆(Y) under the morphism( f , idY) : X×Y→Y×Y, and is therefore also closed.

As X is complete, it follows thatf (X) = π(Γ(X)) is closed. �

Corollary 3.4.8. Let X⊂ Pn be a projective variety that contains more than one point, and
let f ∈ k[x0, . . . ,xn] be a non-constant homogeneous polynomial. Then X∩Z( f ) 6= /0.

Proof. Assume that the statement is false, i.e. thatf is non-zero on all ofX. Let P,Q∈ X
be two distinct points ofX and choose a homogeneous polynomialg∈ k[x0, . . . ,xn] of the
same degree asf such thatg(P) = 0 andg(Q) 6= 0. Let F : X → P1 be the morphism
defined byP 7→ ( f (P) : g(P)); this is well-defined asf is non-zero onX by assumption.

By corollary 3.4.7 the imageF(X) is closed inP1. Moreover,F(X) is irreducible asX
is. Therefore,F(X) is either a point or all ofP1. But by assumption(0 : 1) /∈ F(X), so
F(X) must be a single point. But this is a contradiction, asF(P) = ( f (P) : g(P)) = (1 : 0)
andF(Q) = ( f (Q) : g(Q)) 6= (1 : 0) by the choice ofg. �
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Remark3.4.9. Again this statement is false for affine varieties: consider e.g.X = {x =
0} ⊂ A2 and f = x− 1, thenX ∩Z( f ) = /0 althoughX is a line (and therefore contains
more than one point). This example worked because inA2 we can have parallel lines. In
P2 such lines would meet at infinity, so the intersection would be non-empty then.

Corollary 3.4.10. Every regular function on a complete variety is constant.

Proof. Let f : X → A1 be a regular function on a complete varietyX. Considerf as a
morphism toP1 that does not assume the value∞. In particular, f (X) ( P1, hence it is a
single point by corollary 3.4.7. �

Example 3.4.11. (This is a generalization of example 3.3.11 and exercise 3.5.2.) Let
fi(x0, . . . ,xn),0≤ i ≤ N =

(n+d
n

)
−1 be the set of all monomials ink[x0, . . . ,xn] of degree

d, i.e. of the monomials of the formxi0
0 · · ·xin

n with i0 + · · ·+ in = d. Consider the map

F : Pn→ PN, (x0 : · · · : xn) 7→ ( f0 : · · · : fN).

By lemma 3.3.9 this is a morphism (note that the monomialsxd
0, . . . ,x

d
n, which cannot be

simultaneously zero, are among thefi). So by corollary 3.4.7 the imageX = F(Pn) is a
projective variety.

We claim thatF : X→ F(X) is an isomorphism. All we have to do to prove this is to
find an inverse morphism. This is not hard: we can do this on an affine open cover, so
let us consider the open subset wherex0 6= 0 (and thereforexd

0 6= 0). We can then pass to

affine coordinates and setx0 = 1. The inverse morphism is then given byxi = xix
d−1
0

xd
0

for

1≤ 1≤ n.

The morphismF is therefore an isomorphism and thus realizesPn as a subvariety ofPN.
This is usually called the degree-d Veronese embedding. Its importance lies in the fact
that degree-d polynomials in the coordinates ofPn are translated intolinear polynomials
when viewingPn as a subvariety ofPN. An example of this application will be given in
corollary 3.4.12.

The easiest examples are the degree-d embeddings ofP1, given by

P1→ Pd, (s : t) 7→ (sd : sd−1t : sd−2t2 : · · · : td).

The special casesd = 2 andd = 3 are considered in example 3.3.11 and exercise 3.5.2.

Note that by applying corollary 3.4.7 we could conclude thatF(X) is a projective variety
without writing down its equations. Of course, in theory we could also write down the
equations, but this is quite messy in this case.

Corollary 3.4.12. Let X⊂ Pn be a projective variety, and let f∈ k[x0, . . . ,xn] be a non-
constant homogeneous polynomial. Then X\Z( f ) is an affine variety.

Proof. We know this already iff is a linear polynomial (see the proof of proposition 3.3.6).
But by applying a Veronese embedding of degreed, we can always assume this. �

3.5. Exercises.

Exercise 3.5.1.Let L1 andL2 be two disjoint lines inP3, and letP∈ P3\(L1∪L2) be a
point. Show that there is a unique lineL ⊂ P3 meetingL1, L2, andP (i.e. such thatP∈ L
andL∩Li 6= /0 for i = 1,2).

Exercise 3.5.2.Let C⊂ P3 be the “twisted cubic curve” given by the parametrization

P1→ P3 (s : t) 7→ (x : y : z : w) = (s3 : s2t : st2 : t3).

Let P = (0 : 0 : 1 : 0) ∈ P3, and letH be the hyperplane defined byz= 0. Let ϕ be the
projection fromP to H, i.e. the map associating to a pointQ of C the intersection point of
the unique line throughP andQ with H.
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(i) Show thatϕ is a morphism.
(ii) Determine the equation of the curveϕ(C) in H ∼= P2.

(iii) Is ϕ : C→ ϕ(C) an isomorphism onto its image?

Exercise 3.5.3.Let I ⊂ k[x1, . . . ,xn] be an ideal. DefineIh to be the ideal generated by
{ f h ; f ∈ I} ⊂ k[x0, . . . ,xn], where

f h(x0, . . . ,xn) := xdeg( f )
0 · f

(
x1

x0
, . . . ,

xn

x0

)
denotes the homogenization off with respect tox0. Show that:

(i) Ih is a homogeneous ideal.
(ii) Z(Ih)⊂Pn is the closure ofZ(I)⊂An in Pn. We callZ(Ih) theprojective closure

of Z(I).
(iii) Let I = ( f1, . . . , fk). Show by an example thatIh 6= ( f h

1 , . . . , f h
k ) in general. (Hint:

You may consider (again) the twisted cubic curve of exercise 3.5.2.)

Exercise 3.5.4.In this exercise we will make the space of all lines inPn into a projective
variety.

Fix n≥ 1. We define a set-theoretic map

ϕ : {lines inPn}→ PN

with N =
(n+1

2

)
− 1 as follows. For every lineL ⊂ Pn choose two distinct pointsP =

(a0 : · · · : an) andQ = (b0 : · · · : bn) on L and defineϕ(L) to be the point inPN whose
homogeneous coordinates are the

(n+1
2

)
maximal minors of the matrix(

a0 · · · an

b0 · · · bn

)
,

in any fixed order. Show that:

(i) The mapϕ is well-defined and injective.
(ii) The image ofϕ is a projective variety that has a finite cover by affine spaces

A2(n−1) (in particular, its dimension is 2(n−1)). It is called theGrassmannian
G(1,n). Hint: recall that by the Gaussian algorithm most matrices (what does this
mean?) are equivalent to one of the form(

1 0 a′2 · · · a′n
0 1 b′2 · · · b′n

)
for somea′i ,b

′
i .

(iii) G(1,1) is a point,G(1,2)∼= P2, andG(1,3) is the zero locus of a quadratic equa-
tion in P5.

Exercise 3.5.5.LetV be the vector space overk of homogeneous degree-2 polynomials in
three variablesx0,x1,x2, and letP(V)∼= P5 be its projectivization.

(i) Show that the space of conics inP2 can be identified with an open subsetU
of P5. (One says thatU is a “moduli space” for conics inP2 and thatP5 is a
“compactified moduli space”.) What geometric objects can be associated to the
points inP5\U?

(ii) Show that it is a linear condition inP5 for the conics to pass through a given point
in P2. More precisely, ifP∈ P2 is a point, show that there is a linear subspace
L ⊂ P5 such that the conics passing throughP are exactly those inU ∩L. What
happens inP5\U , i.e. what do the points in(P5\U)∩L correspond to?

(iii) Prove that there is a unique conic through any five given points inP2, as long as
no three of them lie on a line. What happens if three of them do lie on a line?
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Exercise 3.5.6.Show that an affine variety overC is never compact in the classical topol-
ogy unless it is a single point. (Hint: Given an affine varietyX ⊂ An, show that the image
of X under the projection mapAn→A1 onto the first coordinate is either a point or an open
subset (in the Zariski topology) ofA1. Conclude that an affine variety with more than one
point is neverbounded, i.e. is never contained in a ball{(z1, . . . ,zn) ; |z1|2 + · · ·+ |zn|2 ≤
R2} ⊂ Cn, and therefore not compact.)

Exercise 3.5.7.Let G(1,n) be the Grassmannian of lines inPn as in exercise 3.5.4. Show
that:

(i) The set{(L,P) ; P∈ L} ⊂G(1,n)×Pn is closed.
(ii) If Z ⊂ G(1,n) is any closed subset then the union of all linesL ⊂ Pn such that

L ∈ Z is closed inPn.
(iii) Let X,Y ⊂ Pn be disjoint projective varieties. Then the union of all lines inPn

intersectingX andY is a closed subset ofPn. It is called thejoin J(X,Y) of X
andY.

Exercise 3.5.8.Recall that aconic is a curve inP2 that can be given as the zero locus of
an irreducible homogeneous polynomialf ∈ k[x0,x1,x2] of degree 2. Show that for any 5
given pointsP1, . . . ,P5 ∈ P2 in general position, there is a unique conic passing through all
the Pi . This means: there is a non-empty open subsetU ⊂ P2× ·· ·×P2 such that there
is a unique conic through thePi whenever(P1, . . . ,P5) ∈U . (Hint: By mapping a conic
{a0x2

0 +a1x2
1 +a2x2

2 +a3x0x1 +a4x0x2 +a5x1x2 = 0} to the point(a0 : · · · : a5) ∈ P5, you
can think of “the space of all conics” as an open subset ofP5.)
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4. DIMENSION

We have already introduced the concept of dimension of a variety. Now we develop
some methods that allow to compute the dimension of most varieties rigorously. We
show that the dimension of An and Pn is n. The dimension of a variety equals the
dimension of any of its non-empty open subsets. Every irreducible component of
the zero locus of a single function on an affine or projective variety X has dimension
dimX−1.

Two varieties are called birational if they contain isomorphic open subsets. As a
large class of examples of birational varieties we construct the blow-up of an affine
variety in a subvariety or an ideal. We study in detail the case of blowing up a single
point P in a variety X. In this case, the exceptional hypersurface is the tangent cone
CX,P.

For any point P in a variety X, the tangent space TX,P is the linear space dual to
M/M2, where M ⊂ OX,P is the maximal ideal. The point P is called a smooth point
of X if TX,P = CX,P, i.e. if X “can be approximated linearly” around P. Smoothness
can easily be checked by the Jacobi criterion.

As an application of the theory developed so far, we show that every smooth cubic
surface X has exactly 27 lines on it. We study the configuration of these lines, and
show that X is isomorphic to P2 blown up in 6 suitably chosen points.

4.1. The dimension of projective varieties.Recall that in section 1.3 we have introduced
the notion of dimension for every (Noetherian) topological space, in particular for every
variety X: the dimension dimX of X is the largest integern such that there is a chain of
irreducible closed subsets ofX

/0 6= X0 ( X1 ( · · ·( Xn = X.

For simplicity of notation, in what follows we will call this alongest chainin X.

While this definition is quite simple to write down, it is very difficult to use in practice.
In fact, we have not even been able yet to compute the dimensions of quite simple varieties
like An or Pn (although it is intuitively clear that these spaces should have dimensionn).
In this section, we will develop techniques that allow us to compute the dimensions of
varieties rigorously.

Remark4.1.1. We will start our dimension computations by considering projective vari-
eties. It should be said clearly that the theory of dimension is in no way special or easier
for projective varieties than it is for other varieties — in fact, it should be intuitively clear
that the dimension of a variety is essentially alocal concept that can be computed in the
neighborhood of any point. The reason for us to start with projective varieties is simply
that we know more about them: the main theorem on projective varieties and its corollar-
ies of section 3.4 are so strong that they allow for quite efficient applications in dimension
theory. One could as well start by looking at the dimensions of affine varieties (and most
textbooks will do so), but this requires quite some background in (commutative) algebra
that we do not have yet.

Remark4.1.2. The main idea for our dimension computations is to compare the dimensions
of varieties that are related by morphisms with various properties. For example, iff :
X→Y is asurjectivemorphism, we would expect that dimX ≥ dimY. If f : X→Y is a
morphism with finite fibers, i.e. such thatf−1(P) is a finite set for allP ∈ Y, we would
expect that dimX ≤ dimY. In particular, if a morphism both is surjective and has finite
fibers, we expect that dimX = dimY.

Example 4.1.3.The standard case in which we will prove and apply the idea of comparing
dimensions is the case of projections from a point. We have already seen such projections
in example 3.3.11 and exercise 3.5.2; let us now consider the general case.
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Let X ( Pn be a projective variety, and letP ∈ Pn be a point that is not inX. By a
change of coordinates we can assume thatP = (0 : · · · : 0 : 1). Let H ∼= Pn−1 ⊂ Pn be a
linear subspace of codimension 1 that does not containP; again by a change of coordinates
we can assume thatH = {xn = 0}. We define aprojection map π : X → H from P as
follows: for every pointQ ∈ X let π(Q) be the intersection point of the linePQ with H.
(Note that this is well-defined asQ 6= P by assumption.)

Q( )π

Q

P

H

PI n

≅ PI n −1

This is in fact a morphism: ifQ= (a0 : · · · : an) ∈ X, the linePQ is given parametrically by

PQ= {(λa0 : · · · : λan−1 : λan +µ) ∈ Pn ; (λ : µ) ∈ P1}.
The intersection point of this line withH is obviously the point(a0 : · · · : an−1 : 0), which is
well-defined by the assumption thatQ 6= P. Hence the projectionπ is given in coordinates
by

π : X→ Pn−1, (a0 : · · · : an) 7→ (a0 : · · · : an−1).

In particular, this is a polynomial map and therefore a morphism.

Note that projections always have finite fibers: by construction, the inverse image
π−1(Q) of a point Q ∈ H must be contained in the linePQ∼= P1, but it must also be
an algebraic set and cannot contain the pointP, hence it must be a finite set.

Note also that we can repeat this process if the image ofX is not all ofPn−1: we can
then projectπ(X) from a point inPn−1 to Pn−2, and so on. After a finite number of such
projections, we arrive at asurjectivemorphismX→ Pm for somem that is the composition
of projections as above. In particular, as this morphism is surjective and has finite fibers,
we expect dimX = m. This is the idea that we will use for our dimension computations.

Let us start with some statements about dimensions that are not only intuitively clear
but actually also easy to prove.

Lemma 4.1.4.

(i) If /0 6= X0 ( · · ·( Xn = X is a longest chain in X thendimXi = i for all i.
(ii) If Y ( X is a closed subvariety of the variety X thendimY < dimX.

(iii) Let f : X→Y be a surjective morphism of projective varieties. Then every longest
chain /0 6= Y0 ( · · · ( Yn in Y can be lifted to a chain/0 6= X0 ( · · · ( Xn in X
(i.e. the Xi are closed and irreducible with f(Xi) = Yi for all i). In particular,
dimX ≥ dimY.

Proof. (i): It is obvious that dimXi ≥ i. If we had dimXi > i there would be a longer chain
in Xi than /0 6= X0 ( · · · ( Xi . This chain could then be extended by theXj for j > i to a
chain inX that is longer than the given one.

(ii): We can extend a longest chain/0 6= Y0 ( Y1 ( · · ·( Yn = Y in Y to a chain/0 6= Y0 (
Y1 ( · · ·( Yn = Y ( X in X which is one element longer.

(iii): We prove the statement by induction onn = dimY; there is nothing to show ifn =
0. Otherwise letZ1, . . . ,Zr ⊂X be the irreducible components off−1(Yn−1), so thatf (Z1)∪
·· · ∪ f (Zr) = Yn−1. Note thatYn−1 is irreducible and thef (Zi) are closed by corollary
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3.4.7, so oneZi must map surjectively toYn−1. Applying the induction hypothesis to the
restriction f |Zi : Zi →Yn−1 we get dimZi ≥ dimYn−1 = n−1, so there is a chain/0 6= X0 (
· · ·( Xn−1 = Zi . Extending this chain byX at the end, we thus obtain a chain inX of length
n lying over the given chain inY. �

Lemma 4.1.5. Let X ( Pn be a projective variety, and assume without loss of generality
that P= (0 : · · · : 0 : 1) /∈ X.

(i) Any homogeneous polynomial f∈ k[x0, . . . ,xn] satisfies a relation of the form

f D +a1 f D−1 +a2 f D−2 + · · ·+aD = 0 in S(X) = k[x0, . . . ,xn]/I(X)

for some D> 0 and some homogeneous polynomials ai ∈ k[x0, . . . ,xn−1] that do
not depend on the last variable xn.

(ii) Let π : X → Pn−1 be the projection from P as in example 4.1.3. If Y⊂ X is a
closed subvariety such thatπ(Y) = π(X) then Y= X.

Remark4.1.6. Before we prove this lemma let us give the idea behind these statements.
In (i), you should think off as being a polynomial containing the variablexn, while the
ai do not. So for given values ofx0, . . . ,xn−1 the relation in (i) is a non-zero polynomial
equation inxn that therefore allows only finitely many values forxn onX. As the projection
from P is just given by dropping the last coordinatexn, the statement of (i) is just that this
projection map has finite fibers.

We have argued in remark 4.1.1 that we then expect the dimension ofπ(X) to be less
than or equal to the dimension ofX. To show this we will want to take a longest chain inX
and project it down toπ(X). It is obvious that the images of the elements of such a chain in
X are again closed subvarieties inπ(X), but it is not a priori obvious that a strict inclusion
Xi ( Xi+1 translates into a strict inclusionπ(Xi) ( π(Xi+1). This is exactly the statement of
(ii).

Proof. (i): Let d be the degree off . Consider the morphism

π̃ : X→ Pn, (x0 : · · · : xn) 7→ (y0 : · · · : yn) := (xd
0 : · · · : xd

n−1 : f (x0, . . . ,xn))

(which is well-defined sinceP /∈ X). The image of̃π is closed by corollary 3.4.7 and is
therefore the zero locus of some homogeneous polynomialsF1, . . . ,Fr ∈ k[y0, . . . ,yn]. Note
that

Z(y0, . . . ,yn−1,F1, . . . ,Fr) = /0⊂ Pn

because theFi require the point to be in the imagẽπ(X), while thex0, . . . ,xn−1 do not
vanish simultaneously onX. So by the projective Nullstellensatz of proposition 3.2.5 (iv)
it follows that some power ofyn is in the ideal generated byy0, . . . ,yn−1,F1, . . . ,Fr . In other
words,

yD
n =

n−1

∑
i=0

gi(y0, . . . ,yn) ·yi in S(π̃(X)) = k[y0, . . . ,yn]/(F1, . . . ,Fr)

for someD. Substituting the definition of̃π for theyi thus shows that there is a relation

f D +a1 f D−1 +a2 f D−2 + · · ·+aD = 0 in S(X)

for some homogeneousai ∈ k[x0, . . . ,xn−1].
(ii): Assume that the statement is false, i.e. thatY ( X. Then we can pick a homoge-

neous polynomialf ∈ I(Y)\I(X) ⊂ k[x0, . . . ,xn] of some degreed that vanishes onY but
not onX.

Now pick a relation as in (i) for the smallest possible value ofD. In particular we then
haveaD 6= 0 in S(X), i.e. aD /∈ I(X). But we have chosenf such thatf ∈ I(Y), therefore
the relation (i) tells us thataD ∈ I(Y) as well.
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It follows thataD ∈ I(Y)\I(X). But note thataD ∈ k[x0, . . . ,xn−1], soaD is a function on
Pn−1 that vanishes onπ(Y) but not onπ(X), in contradiction to the assumption. �

Corollary 4.1.7. Let X( Pn be a projective variety, and assume without loss of generality
that P= (0 : · · · : 0 : 1) /∈X. Letπ : X→ Pn−1 be the projection from P as in example 4.1.3.
ThendimX = dimπ(X).

Proof. Let /0 6= X0 ( · · ·( Xr = X be a longest chain inX. Then/0 6=Y0 ( · · ·(Yr =Y with
Yi = π(Xi) is a chain inπ(X): note that theYi are closed by corollary 3.4.7, irreducible as
they are the images of irreducible sets, and no two of them can coincide by lemma 4.1.5.
It follows that dimπ(X) ≥ dimX. But also dimπ(X) ≤ dimX by lemma 4.1.4 (iii), so the
statement follows. �

Corollary 4.1.8. The dimension ofPn is n.

Proof. By lemma 4.1.4 (ii) we know that

dimP0 < dimP1 < dimP2 < dimP3 < · · · . (∗)
Moreover, we have seen in example 4.1.3 that every projective varietyX can be mapped
surjectively to somePn by a sequence of projections from points; it then follows that
dimX = dimPn by corollary 4.1.7. In other words, every dimension that occurs as the
dimension of some projective variety must occur already as the dimension of some projec-
tive space. But combining(∗) with lemma 4.1.4 (i) we see that every non-negative integer
occurs as the dimension of some projective variety — and therefore as the dimension of
some projective space. So in(∗) we must have dimPn = n for all n. �

Proposition 4.1.9. Let X⊂ Pn be a projective variety, and let f∈ k[x0, . . . ,xn] be a non-
constant homogeneous polynomial that does not vanish identically on X. Thendim(X ∩
Z( f )) = dimX−1.

Remark4.1.10. Note that in the statement of this propositionX ∩Z( f ) may well be re-
ducible; the statement is then that there is at least one component that has dimension
dimX−1 (and that no component has bigger dimension). We will prove a stronger state-
ment, namely a statement abouteverycomponent ofX∩Z( f ), in corollary 4.2.5.

Proof. Let m= dimX. After applying a Veronese embedding of degree degf as in exam-
ple 3.4.11 we can assume thatf is linear. Now construct linear functionsf0, . . . , fm and
algebraic setsX0, . . . ,Xm+1 ⊂ X inductively as follows: LetX0 = X and f0 = f . For i ≥ 0
let Xi+1 = Xi ∩Z( fi), and let fi+1 be any linear form such that

(i) fi+1 does not vanish identically on any component ofXi+1, and
(ii) fi+1 is linearly independent from thef1, . . . , fi .

It is obvious that (i) can always be satisfied. Moreover, (ii) is automatic ifXi+1 is not empty
(as f1, . . . , fi vanish onXi+1), and easy to satisfy otherwise (as then (i) is no condition).

Applying lemma 4.1.4 (ii) inductively, we see that no component ofXi has dimension
bigger thanm− i. In particular,Xm+1 must be empty. Hence the linear formsf0, . . . , fm
do not vanish simultaneously onX; so they define a morphismπ : X→ Pm. As the fi are
linear and linearly independent,π is up to a change of coordinates the same asfi = xi for
0≤ i ≤m, so it is just a special case of a continued projection from points as in example
4.1.3. In particular, dimπ(X) = dimX = m by corollary 4.1.7. By lemma 4.1.4 (ii) it then
follows thatπ(X) = Pm, i.e.π is surjective.

Now suppose that every component ofX1 = X ∩Z( f ) has already dimension at most
m−2, then by the above inductive argument alreadyXm is empty and the formsf0, . . . , fm−1

do not vanish simultaneously onX. But this means that(0 : · · · : 0 : 1) /∈ π(X), which
contradicts the surjectivity ofπ. �
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4.2. The dimension of varieties.After having exploited the main theorem on projective
varieties as far as possible, let us now study the dimension of more general varieties. We
have already remarked that the dimension of a variety should be a local concept; in partic-
ular the dimension of any open subvarietyU of a varietyX should be the same as that of
X. This is what we want to prove first.

Proposition 4.2.1. Let X be a variety, and let U⊂ X be a non-empty open subset of X.
ThendimU = dimX.

Proof. “≤”: Let /0 6= U0 ( U1 ( · · · ( Un = U be a longest chain inU . If Xi denotes the
closure ofUi in X for all i, then /0 6= X0 ( · · ·( Xn = X is a chain inX.

“≥”: We will prove this in several steps.

Step 1: Let/0 6= X0 ( · · · ( Xn = X be a longest chain inX, and assume thatX0 ⊂U .
Then setUi = Xi ∩U for all i; we claim that/0 6= U0 ( · · ·( Un = U is a chain inU (from
which it then follows that dimU ≥ dimX). In fact, the only statement that is not obvious
here is thatUi 6= Ui+1 for all i. So assume thatUi = Ui+1 for somei. Then

Xi+1 = (Xi+1∩U)∪ (Xi+1∩ (X\U))

= (Xi ∩U)∪ (Xi+1∩ (X\U))

= Xi ∪ (Xi+1∩ (X\U)),

where the last equality follows fromXi∩(X\U)⊂Xi+1∩(X\U). But this is a contradiction
to Xi+1 being irreducible, asXi is neither empty nor all ofXi+1. So we have now proven
the proposition in the case where the elementX0 of a longest chain inX lies inU .

Step 2: LetX be a projective variety. Then we claim that we can always find a longest
chain /0 6= X0 ( · · · ( Xn (with n = dimX) such thatX0 ⊂U . We will construct this chain
by descending recursion onn, starting by settingXn = X. So assume thatXi ( Xi+1 (
· · · ( Xn = X has already been constructed such thatXi ∩U 6= /0. Pick any non-constant
homogeneous polynomialf that does not vanish identically on any irreducible component
of Xi\U . By proposition 4.1.9 there is a component ofXi ∩Z( f ) of dimensioni−1; call
this Xi−1. We have to show thatXi−1∩U 6= /0. Assume the contrary; thenXi−1 must be
contained inXi\U . But by the choice off we know thatXi−1 is not a whole component
of Xi\U , so it can only be a proper subset of a component ofXi\U . But by lemma 4.1.4
(ii) the components ofXi\U have dimension at mosti−1, and therefore proper subsets of
them have dimension at mosti−2. This is a contradiction to dimXi−1 = i−1.

Combining steps 1 and 2, we have now proven the proposition ifX is a projective va-
riety. Of course the statement then also follows ifX is an affine variety: letX̄ be the
projective closure ofX as in exercise 3.5.3, then by applying our result twice we get
dimU = dimX̄ = dimX.

Step 3: LetX be any variety, and let/0 6= X0 ( · · · ( Xn = X be a longest chain inX.
Let V ⊂ X be an affine open neighborhood of the pointX0; then dimV = dimX by step 1.
In the same way we can find an affine open subsetW of U such that dimW = dimU . As
V ∩W 6= /0, it finally follows from steps 1 and 2 that

dimX = dimV = dim(V ∩W) = dimW = dimU.

�

In particular, as every variety can be covered by affine varieties, this proposition implies
that it is sufficient to study the dimensions of affine varieties. Let us first prove the affine
equivalent of proposition 4.1.9.

Example 4.2.2.

(i) As An is an open subset ofPn, it follows by corollary 4.1.8 that dimAn = n.
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(ii) As Am+n is an open subset ofPn×Pm, it follows by (i) that dim(Pn×Pm) = n+m.
(iii) Let f ∈ k[x1, . . . ,xn] be a non-constant polynomial. We claim thatZ( f )⊂ An has

dimensionn−1. In fact, letX̄ ⊂ Pn be the projective closure ofZ( f ); by propo-
sition 4.1.9 there is a componentY of X̄ of dimensionn−1. As the homogenized
polynomial f does not containx0 as a factor,̄X cannot contain the whole “infinity
locus”Pn\An∼= Pn−1. So the part of̄X in the infinity locus has dimension at most
n−2; in particular the componentY of X̄ has non-empty intersection withAn. In
other words,Z( f )⊂ An has dimensionn−1.

(iv) Let f ∈ k[x1, . . . ,xn] be as in (iii); we claim that in fact the dimension ofevery
irreducible component ofZ( f ) ⊂ An is n−1: in fact, ask[x1, . . . ,xn] is a unique
factorization domain, we can writef as a productf1 · · · fr of irreducible poly-
nomials, so that the decomposition ofZ( f ) into its irreducible components is
Z( f1)∪ ·· ·∪Z( fr). Now we can apply (iii) to thefi separately to get the desired
result.

(v) The corresponding statements to (iii) and (iv) are true for the zero locus of a
homogeneous polynomial inPn as well (the proof is the same).

By (iv) and (v), there is a one-to-one correspondence between closed subvarieties ofAn

(resp.Pn) of dimensionn− 1 and non-constant irreducible polynomials ink[x1, . . . ,xn]
(resp. non-constant homogeneous polynomials ink[x0, . . . ,xn]). Varieties that are of this
form are calledhypersurfaces; if the degree of the polynomial is 1 they are calledhyper-
planes.

Remark4.2.3. Next we want to prove for general affine varietiesX⊂An that the dimension
of (every component of)X∩Z( f ) is dimX−1. Note that this doesnot follow immediately
from the projective case as it did forX = An in example 4.2.2 (iii) or (iv):

(i) As for example 4.2.2 (iii), of course we can still consider the projective closure
X̄ of X in Pn and intersect it with the zero locus of the homogenization off ;
but proposition 4.1.9 only gives us the existence of one component of dimension
dimX− 1 in X̄ ∩Z( f ). It may well be that there is a component ofX̄ ∩Z( f )
that is contained in the “hyperplane at infinity”Pn\An, in which case we get
no information about the affine zero locusX ∩Z( f ). As an example you may
consider the projective varietyX = {x0x2 = x2

1}⊂P2 and f = x1: thenX∩Z( f ) =
(1 : 0 : 0)∪ (0 : 0 : 1) contains a point(0 : 0 : 1) at infinity as an irreducible
component.

(ii) As for example 4.2.2 (iv), note that a factorization off as forAn is simply not
possible in general. For example, in the case just considered in (i),Z( f ) intersects
X in two points, but there is no decomposition of the linear functionf into two
factors that vanish on only one of the points.

Nevertheless the idea of the proof is still to use projections from points:

Proposition 4.2.4. Let X⊂ An be an affine variety, and let f∈ k[x1, . . . ,xn] be a non-
constant polynomial that does not vanish identically on X. Thendim(X∩Z( f )) = dimX−
1 (unless X∩Z( f ) = /0).

Proof. We prove the statement by induction onn (not on dimX!); there is nothing to show
for n = 0. If X = An the statement follows from example 4.2.2 (iv), so we can assume that
X ( An.

Let X̄ be the projective closure inPn; we can assume by an affine change of coordi-
nates thatP = (0 : · · · : 0 : 1) /∈ X̄. Consider the projection̄π : X̄ → Pn−1 from P as in
example 4.1.3. Obviously, we can restrict this projection map to the affine spaceAn ⊂ Pn

given byx0 6= 0; we thus obtain a morphismπ : X→ π(X) that is given in coordinates by
(a1, . . . ,an) 7→ (a1, . . . ,an−1). Note thatπ(X) is closed inAn, asπ(X) = π̄(X̄)∩An.
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By lemma 4.1.5 (i) applied to the functionxn we see that there is a relation

p(xn) := xD
n +a1xD−1

n + · · ·aD = 0 in A(X) (∗)

for someD > 0 and someai ∈ k[x1, . . . ,xn−1] that do not depend onxn. Let K be the field
k(x1, . . . ,xn−1) of rational functions inn−1 variables. SetV = K[xn]/p(xn); by (∗) this is
a D-dimensional vector space overK (with basis 1,xn, . . . ,xD−1

n ). Obviously, every poly-
nomialg∈ k[x1, . . . ,xn] defines a vector space homomorphismg : V →V (by polynomial
multiplication), so we can talk about its determinant detg∈ K. Moreover, it is easy to see
that detg∈ k[x1, . . . ,xn−1], as the definition of the determinant does not use divisions. Note
also that detg = gD if g∈ k[x1, . . . ,xn−1].

Now go back to our original problem: describing the zero locus of the given polynomial
f onX. We claim that

π(X∩Z( f )) = π(X)∩Z(( f )∩k[x1, . . . ,xn−1])⊃ π(X)∩Z(det f )

(in fact there is equality, but we do not need this). The first equality is obvious from the
definition ofπ. To prove the second inclusion, note that by the Nullstellensatz it suffices
to show that( f )∩k[x1, . . . ,xn−1]⊂

√
(det f ). So letg∈ ( f )∩k[x1, . . . ,xn−1]; in particular

g = f ·b for someb∈ k[x1, . . . ,xn]. It follows that

gD = detg = det f ·detb∈ (det f ),

i.e.g∈
√

(det f ), as we have claimed.

The rest is now easy:

dim(X∩Z( f )) = dimπ(X∩Z( f )) by corollary 4.1.7 and proposition 4.2.1

≥ dim(π(X)∩Z(det f )) by the inclusion just proven

= dimπ(X)−1 by the induction hypothesis

= dimX−1 by corollary 4.1.7 and proposition 4.2.1 again.

The opposite inequality follows trivially from lemma 4.1.4 (ii). �

It is now quite easy to extend this result to a statement abouteverycomponent ofX∩
Z( f ):

Corollary 4.2.5. Let X⊂An be an affine variety, and let f∈ k[x1, . . . ,xn] be a non-constant
polynomial that does not vanish identically on X. Then every irreducible component of
X∩Z( f ) has dimensiondimX−1.

Proof. Let X∩Z( f ) = Z1∪·· ·∪Zr be the decomposition into irreducible components; we
want to show that dimZ1 = dimX−1. Letg∈ k[x1, . . . ,xn] be a polynomial that vanishes
on Z2, . . . ,Zr but not onZ1, and letU = Xg = X\Z(g). ThenU is an affine variety by
lemma 2.3.16, andU ∩Z( f ) has only one componentZ1∩U . So the statement follows
from proposition 4.2.4 together with proposition 4.2.1. �

Remark4.2.6. Proposition 4.2.1 and especially corollary 4.2.5 are the main properties of
the dimension of varieties. Together they allow to compute the dimension of almost any
variety without the need to go back to the cumbersome definition. Here are two examples:

Corollary 4.2.7. Let f : X→Y be a morphism of varieties, and assume that the dimension
of all fibers n= dim f−1(P) is the same for all P∈Y. ThendimX = dimY +n.

Proof. We prove the statement by induction on dimY; there is nothing to show forn = 0
(i.e. if Y is a point).
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By proposition 4.2.1 we can assume thatY⊂Am is an affine variety. Letf ∈ k[x1, . . . ,xm]
be any non-zero polynomial in the coordinates ofAm that vanishes somewhere, but not ev-
erywhere onY, letY′ ⊂Y be an irreducible component ofY∩Z( f ), and letX′ = f−1(Y′).
Then it follows by corollary 4.2.5 and the induction hypothesis that

dimX = dimX′+1 = dimY′+n+1 = dimY +n.

�

Example 4.2.8.

(i) For any varietiesX, Y we have dim(X×Y) = dimX + dimY (apply corollary
4.2.7 to the projection morphismX×Y→ X).

(ii) Combining corollary 4.2.7 with proposition 4.2.1 again, we see that it is actually
sufficient that f−1(P) is non-empty and of the same dimension for allP in a
non-empty open subsetU of Y.

Corollary 4.2.9. Let X and Y be affine varieties inAn. Then every irreducible component
of X∩Y ⊂ An has dimension at leastdimX +dimY−n.

Proof. RewriteX ∩Y as the intersection ofX×Y with the diagonal∆(An) in An×An.
The diagonal is given by the zero locus of then functionsxi − yi for 1≤ i ≤ n, where
x1, . . . ,xn,y1, . . . ,yn are the coordinates ofAn×An. By corollary 4.2.5, every component
of the intersection of an affine varietyZ with the zero locus of a non-constant function
has dimension at least equal to dimZ−1 (it is dimZ if f vanishes identically onZ, and
dimZ−1 otherwise). Applying this statementn times to the functionsxi −yi on X×Y in
An×An we conclude that every component ofX∩Y has dimension at least dim(X×Y)−
n = dimX +dimY−n. �

Remark4.2.10. (For commutative algebra experts) There is another more algebraic way
of defining the dimension of varieties that is found in many textbooks: the dimension of
a varietyX is the transcendence degree overk of the field of rational functionsK(X) on
X. Morally speaking, this definition captures the idea that the dimension of a variety is the
number of independent coordinates onX. We have not used this definition here as most
propositions concerning dimensions would then have required methods of (commutative)
algebra that we have not developed yet.

Here are some ideas that can be used to show that this algebraic definition of dimension
is equivalent to our geometric one:

• If U ⊂X is a non-empty open subset we haveK(U) = K(X), so with the algebraic
definition of dimension it is actually trivial that dimU = dimX.
• It is then also obvious that dimAn = tr degk(x1, . . . ,xn) = n.
• Let π : X→ π(X) be a projection map as in the proof of proposition 4.2.4. The

relation(∗) in the proof can be translated into the fact thatK(X) is an algebraic
field extension ofK(π(X)) (we add one variablexn, but this variable satisfies a
polynomial relation). In particular, these two fields have the same transcendence
degree, translating into the fact that dimπ(X) = dimX.

4.3. Blowing up. We have just seen in 4.2.1 that two varieties have the same dimension if
they contain an isomorphic (non-empty) open subset. In this section we want to study this
relation in greater detail and construct a large and important class of examples of varieties
that are not isomorphic but contain an isomorphic open subset. Let us first make some
definitions concerning varieties containing isomorphic open subsets. We will probably not
use them very much, but they are often found in the literature.

Definition 4.3.1. Let X andY be varieties. Arational map f from X to Y, written f :
X 99K Y, is a morphismf : U → Y (denoted by the same letter) from a non-empty open
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subsetU ⊂ X to Y. We say that two such rational mapsf : U → Y andg : V → Y with
U,V ⊂ X are the same iff = g onU ∩V.

A rational map f : X 99K Y is calleddominant if its image is dense inY, i.e. if f is
given by a morphismf : U →Y such thatf (U) contains a non-empty open subset ofY. If
f : X 99K Y andg : Y 99K Z are rational maps, and iff is dominant, then the composition
g◦ f : X 99K Z is a well-defined rational map.

A birational map from X to Y is a rational map with an inverse, i.e. it is a (dominant)
rational mapf : X 99K Y such that there is a (dominant) rational mapg : Y 99K X with
g◦ f = idX and f ◦g = idY as rational maps. Two varietiesX andY are calledbirational
if there is a birational map between them. In other words,X andY are birational if they
contain an isomorphic non-empty open subset.

We will now construct the most important examples of birational morphisms (resp.
birational varieties), namely blow-ups.

Construction4.3.2. Let X ⊂ An be an affine variety, and letf0, . . . , fr ∈ k[x1, . . . ,xn] be
polynomial functions that do not vanish identically onX. ThenU = X\Z( f0, . . . , fr) is a
non-empty open subset ofX, and there is a well-defined morphism

f : U → Pr ,P 7→ ( f0(P) : · · · : fr(P)).

Now consider the graph

Γ = {(P, f (P)) ; P∈U} ⊂ X×Pr

which is isomorphic toU (with inverse morphism(P,Q) 7→ P). Note thatΓ is in general
not closed inX×Pr , because the points inX\U where( f0 : · · · : fr) is ill-defined as a point
in Pr are “missing”.

The closure ofΓ in X×Pr is called theblow-up of X in ( f0, . . . , fr); we denote it byX̃.
It is a closed subset ofX×Pr , and it is irreducible asΓ is; so it is a closed subvariety of
X×Pr . In particular, there are projection morphismsπ : X̃→ X andp : X̃→ Pr . Note that
X andX̃ both containU as a dense open subset, soX and the blow-upX̃ have the same
dimension.

Let us now investigate the geometric meaning of blow-ups.

Example 4.3.3. If r = 0 in the above notation, i.e. if there is only one functionf0, the
blow-upX̃ is isomorphic toX. In fact, we then havẽX ⊂ X×P0∼= X, soX̃ is the smallest
closed subvariety containingU .

Example 4.3.4. Let X = A2 with coordinatesx0,x1, and let f0 = x0, f1 = x1. Then the
blow-up ofX in ( f0, f1) is a subvariety ofA2×P1. The morphism(x0,x1) 7→ (x0 : x1) is
well-defined onU = X\{(0,0)}; so on this open subset the graph is given by

Γ = {((x0,x1),(y0 : y1)) ; x0y1 = x1y0} ⊂U×P1.

The closure ofΓ is now obviously given by the same equation, considered inA2×P1:

X̃ = {((x0,x1),(y0 : y1)) ; x0y1 = x1y0} ⊂ A2×P1.

The projection morphisms toX = A2 andP1 are obvious.

Note that the inverse image of a pointP= (x0,x1)∈X\{(0,0)} underπ is just the single
point ((x0,x1),(x0 : x1)) — we knew this before. The inverse image of(0,0) ∈ X however
is P1, as the equationx0y1 = x1y0 imposes no conditions ony0 andy1 if (x0,x1) = (0,0).

To give a geometric interpretation of the points inπ−1(0,0) let us first introduce one
more piece of notation. LetY ⊂ X be a closed subvariety that has non-empty intersection
with U . As U is also a subset of̃X, we can consider the closure ofY∩U in X̃. We call
this thestrict transform of Y. Note that by definition the strict transform ofY is just the
blow-up ofY at ( f0, . . . , fr); so we denote it bỹY.
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Now letC⊂ X = A2 be a curve, given by the equation

g(x0,x1) = ∑
i, j

ai, jx
i
0x j

1 = a0,0 +a1,0x0 +a0,1x1 +a1,1x0x1 + · · · .

Assume thata0,0 = 0, i.e. thatC passes through the origin inA2, and that(a1,0,a0,1) 6=
(0,0), so thatC has a well-definedtangent lineat the origin, given by the linearization
a1,0x0 + a0,1x1 = 0 of g. Let us compute the strict transform̃C. Of course, the points
((x0,x1),(y0 : y1)) of C̃ satisfy the equation

a1,0x0 +a0,1x1 +a1,1x0x1 +a2,0x2
0 +a0,2x2

1 + · · ·= 0. (∗)
But it is not true thatC̃ is just the common zero locus inA2×P1 of this equation together
with x0y1 = x1y0, because this common zero locus contains the whole fiberπ−1(0,0)∼= P1

— butC̃ has to be irreducible of dimension 1, so it cannot contain thisP1. In fact, we have
forgotten another relation: on the open set wherex0 6= 0 andx1 6= 0 we can multiply(∗)
with y0

x0
; using the relationy0

x0
= y1

x1
we get

a1,0y0 +a0,1y1 +a1,1y0x1 +a2,0x0y0 +a0,2x1y1 + · · ·= 0.

This equation must then necessarily hold on the closureC̃ too. Restricting it to the origin
(x0,x1) = (0,0) we geta1,0y0 +a0,1y1 = 0, which is precisely the equation of the tangent
line toC at (0,0). In other words,the strict transformC̃ of C intersects the fiberπ−1(0,0)
precisely in the point ofP1 corresponding to the tangent line of C in(0,0). In this sense
we can say that the points ofπ−1(0,0) correspond to tangent directions inX at (0,0).

The following picture illustrates this: we have two curvesC1, C2 that intersect at the
origin with different tangent directions. The strict transformsC̃1 andC̃2 are then disjoint
on the blow-upX̃.

π−1(0,0)

X
~

C
~
1

C
~
2

C1

C2

π

X

Let us now generalize the results of this example to general blow-ups. Note that in the
example we would intuitively say that we have “blown up the origin”, i.e. the zero locus
of the functionsf0, . . . , fr . In fact, the blow-up construction depends only on the ideal
generated by thefi :

Lemma 4.3.5. The blow-up of an affine variety X at( f0, . . . , fr) depends only on the ideal
I ⊂ A(X) generated by f0, . . . , fr . We will therefore usually call it the blow-up of X at the
ideal I. If I = I(Y) for a closed subset Y⊂ X, we will also call it the blow-up of X in Y .

Proof. Let ( f0, . . . , fr) and( f ′0, . . . , f ′s) be two sets of generators of the same idealI ⊂A(X),
and letX̃ andX̃′ be the blow-ups ofX at these sets of generators. By assumption we have
relations inA(X)

fi = ∑
j

gi, j f ′j and f ′j = ∑
k

g′j,k fk.

We want to define a morphism̃X→ X̃′ by sending(P,(y0 : · · · : yr)) to (P,(y′0 : · · · : y′s)),
wherey′j = ∑k g′j,k(P)yk. First of all we show that this defines a morphism toX× Ps,
i.e. that they′j cannot be simultaneously zero. Note that the relationfi = ∑ j,k gi, jg′j,k fk
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implies by lemma 4.3.6 (i) thatyi = ∑ j,k gi, jg′j,kyk on X. So if y′j = ∑k g′j,kyk = 0 then also
yi = ∑ j gi, jy′j = 0, which is a contradiction.

Hence we have defined a morphism̃X → X×Ps. By construction it maps the open
subsetX\Z( f0, . . . , fr) ⊂ X̃ to X\Z( f ′0, . . . , f ′s) ⊂ X̃′, so it must map its closurẽX to X̃′

as well. By the same arguments we get an inverse morphismX̃′ → X̃, so X̃ and X̃′ are
isomorphic. �

Let us now study the varietỹX itself, in particular over the locusZ( f0, . . . , fr) where
π : X̃→ X is not an isomorphism.

Lemma 4.3.6. Let X⊂ An be an affine variety, and let̃X be the blow-up of X at the ideal
I = ( f0, . . . , fr). Then:

(i) The blow-upX̃ is contained in the set

{(P,(y0 : · · · : yr)) ; yi f j(P) = y j fi(P) for all i , j = 0, . . . , r} ⊂ X×Pr .

(ii) The inverse imageπ−1(Z( f0, . . . , fr)) is of pure dimensiondimX−1. It is called
theexceptional hypersurface.

Proof. (i): By definition we must have(y0 : · · · : yr) = ( f0(P) : · · · : fr(P)) on the non-
empty open subsetX\Z(I)⊂ X̃. So these equations must be true as well on the closure of
this open subset, which is̃X by definition.

(ii): It is enough to prove the statement on the open subset whereyi 6= 0, as these open
subsets for alli cover X̃. Note that on this open subset the conditionfi(P) = 0 implies
f j(P) = 0 for all j by the equations of (i). So the inverse imageπ−1(Z( f0, . . . , fr)) is
given by one equationf j = 0, and is therefore of pure dimension dimX̃−1 = dimX−1
by corollary 4.2.5. �

Example 4.3.7. In example 4.3.4,X = A2 has dimension 2, and the exceptional hypersur-
face was isomorphic toP1, which has dimension 1.

Remark4.3.8. The equations in lemma 4.3.6 (i) are in general not the only ones forX̃.
Note that they do not impose any conditions over the zero locusZ( f0, . . . , fr) at all, so that
it would seem from these equations that the exceptional hypersurface is alwaysPr . This
must of course be false in general just for dimensional reasons (see lemma 4.3.6 (ii)).

In fact, we can write down explicitly the equations for the exceptional hypersurface. We
will do this here only in the case of the blow-up of (the ideal of) a pointP, which is the
most important case. By change of coordinates, we can then assume thatP is the origin in
An.

For any f ∈ k[x1, . . . ,xn] we let f in be the “initial polynomial” of f , i.e. if f = ∑i f (i) is
the splitting of f such thatf (i) is homogeneous of degreei, then f in is by definition equal
to the smallest non-zerof (i). If I ⊂ k[x1, . . . ,xn], we let I in be the ideal generated by the
initial polynomials f in for all f ∈ I . Note thatI in is by definition a homogeneous ideal. So
its affine zero locusZa(I in)⊂ An is a cone, and there is also a well-defined projective zero
locusZp(I in). By exercise 4.6.8, the exceptional hypersurface of the blowup of an affine
varietyX ⊂ An in the origin is preciselyZp(I(X)in). (The proof of this statement is very
similar to the computation of̃C in example 4.3.4.)

Let us figure out how this can be interpreted geometrically. By construction,I(X)in is
obtained fromI(X) by only keeping the terms of lowest degree, so it can be interpreted as
an “approximation” ofI(X) around zero, just in the same way as the Taylor polynomial
approximates a function around a given point. Note also thatZa(I(X)in) has the same
dimension asX by lemma 4.3.6 (ii). Hence we can regardZa(I(X)in) ⊂ An as the cone
that approximates X best around the point P. It is called thetangent coneof X in P and
denotedCX,P. The exceptional locus of the blow-up̃X of X in P is then the “projectivized
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tangent cone”, i.e. it corresponds to “tangent directions” inX throughP, just as in example
4.3.4.

Example 4.3.9.Here are some examples of tangent cones.

(i) Let X = {(x,y) ; y = x(x− 1)} ⊂ A2. The tangent cone ofX in P = (0,0) is
given by keeping only the linear terms of the equationy = x(x−1), i.e.CX,P =
{(x,y) ; y = −x} is the tangent line toX in P. Consequently, the exceptional
hypersurface of the blow-up ofX in P contains only one point. In fact,̃X is
isomorphicto X in this case: note that onX, the ideal ofP is just given by the
single functionx, as(y− x(x− 1),x) = (x,y). So we are blowing up atf0 = x
only. It follows then by example 4.3.3 thatX̃ = X.

(ii) Let X = {(x,y) ; y2 = x2 + x3} ⊂ A2. This time there are no linear terms in
the equation ofX, so the tangent cone inP = (0,0) is given by the quadratic
termsCX,P = {(x,y) ; y2 = x2}, i.e. it is the union of the two tangent linesy = x
and y = −x to X in P (see the picture below). The exceptional hypersurface
of the blow-up ofX in P therefore contains exactly two points, one for every
tangent direction inP. In other words, the two local branches ofX aroundP get
separated in the blow-up. Note that we cannot apply the argument of (i) here that
X̃ should be isomorphic toX: the ideal ofP cannot be generated onX by one
function only. While it is true that the zero locus of(x,y2−x2−x3) is P, theideal
(x,y2−x2−x3) = (x,y2) is not equal toI(P) = (x,y) — and this is the important
point. In particular, we see that the blow-up ofX in an idealI really does depend
on the idealI and not just on its zero locus, i.e. on the radical ofI .

(iii) Let X = {(x,y) ; y2 = x3} ⊂ A2. This time the tangent cone isCX,P = {y2 = 0},
i.e. it is only one line. So for̃X the pointP ∈ X is replaced by only one single
point again, as in (i). But in this caseX andX̃ arenot isomorphic, as we will see
in 4.4.7.

CX,P

CX,P CX,P
x

y

X

P

(i)

x

y

(ii)

x

y

P

(iii)

PX

X

Remark4.3.10. Let X be any variety, and letY ⊂ X be a closed subset. For an affine open
cover{Ui} of X, let Ũi be the blow-up ofUi in Ui ∩Y. It is then easy to see that thẽUi can
be glued together to give a blow-up varietyX̃.

In what follows, we will only need this in the case of the blow-up of a point, where the
construction is even easier as it is local around the blown-up point: letX be a variety, and
let P∈ X be a point. Choose an affine open neighborhoodU ⊂ X of P, and letŨ be the
blow-up ofU in P. Then we obtaiñX by glueingX\P to Ũ along the common open subset
U\P. In particular, this defines the tangent coneCX,P to X at P for any varietyX: it is the
affine cone over the exceptional hypersurface of the blow-up ofX in P.

This sort of glueing currently works only for blow-ups at subvarieties, i.e. for blow-ups
at radical ideals. For the general construction we would need to patch ideals, which we do
not know how to do at the moment.

Note however that it is easy to see that for projective varieties, the blow-up at a homo-
geneous ideal can be defined in essentially the same way as for affine varieties: letX ⊂ Pn

be a projective variety, and letY ⊂ X be a closed subset. Iff0, . . . , fr are homogeneous
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generators ofI(Y) of the same degree, the blow-up ofX in Y is precisely the closure of

Γ = {(P,( f0(P) : · · · : fr(P)) ; P∈U} ⊂ X×Pr

in X×Pr (this is easily checked on the affine patchesfi 6= 0).

Example 4.3.11.The following property of blow-ups follows trivially from the definitions,
yet it is one of their most important properties.

Let X ⊂ An be an affine variety, and letf0, . . . , fr be polynomials that do not vanish
identically onX. Note that the morphismf : P 7→ ( f0(P) : · · · : fr(P)) to Pr is only well-
defined on the open subsetU = X\Z( f0, . . . , fr) of X. In general, we can not expect that this
morphism can be extended to a morphism on all ofX. But we can always extend it “after
blowing up the ideal( f0, . . . , fr) of the indeterminacy locus”, i.e. there is an extensionf̃ :
X̃→ Pr (that agrees withf on the open subsetU), namely just the projection from̃X⊂X×
Pr → Pr . So blowing up is a way to extend morphisms to bigger sets on which they would
otherwise be ill-defined. The same is true for projective varieties and the construction at
the end of remark 4.3.10. Let us consider a concrete example of this idea in the next lemma
and the following remark:

Lemma 4.3.12.P1×P1 blown up in one point is isomorphic toP2 blown up in two points.

Proof. We know from example 3.3.14 thatP1×P1 is isomorphic to the quadric surface

Q = {(x0 : x1 : x2 : x3) ; x0x3 = x1x2} ⊂ P3.

Let P = (0 : 0 : 0 : 1) ∈ Q, and letQ̃⊂ P3×P2 be the blow-up ofQ in the idealI(P) =
(x0,x1,x2).

On the other hand, letR1 = (0 : 1 : 0),R2 = (0 : 0 : 1) ∈ P2, and letP̃2 ⊂ P2×P3 be
the blow-up ofP2 in the idealI = (y2

0,y0y1,y0y2,y1y2). Note that this is not quite the ideal
I(R1∪R2) = (y0,y1y2), but this does not matter: the blow-up is a local construction, so let
us check that we are doing the right thing aroundR1. There is an open affine neighborhood
aroundR1 given byy1 6= 0, and on this neighborhood the idealI is just(y2

0,y0,y0y2,y2) =
(y0,y2), which is precisely the ideal ofR1. The same is true forR2, so the blow-up ofP2

in I is actually the blow-up ofP2 in the two pointsR1 andR2.

Now we claim that an isomorphism is given by

f : Q̃ 7→ P̃2, ((x0 : x1 : x2 : x3),(y0 : y1 : y2)) 7→ ((y0 : y1 : y2),(x0 : x1 : x2 : x3)).

In fact, this is easy to check: obviously,f is an isomorphismP2×P3→ P3×P2, so we
only have to check thatf mapsQ̃ to P̃2, and thatf−1 mapsP̃2 to Q̃. Note that it suffices
to check thisaway from the blown-up points: f−1(P̃2) is a closed subset ofP3×P2, so if
it contains a non-empty open subsetU ⊂Q (e.g.Q̃ minus the exceptional hypersurface), it
must contain all ofQ.

But this is now easy to check: oñQ we havex0x3 = x1x2 and(y0 : y1 : y2) = (x0 : x1 : x2)
(where this is well-defined), so in the image off we get the correct equations

(x0 : x1 : x2 : x3) = (x2
0 : x0x1 : x0x2 : x0x3) = (x2

0 : x0x1 : x0x2 : x1x2) = (y2
0 : y0y1 : y0y2 : y1y2)

for the image point to lie iñP2. Conversely, oñP2 we have(x0 : x1 : x2 : x3) = (y2
0 : y0y1 :

y0y2 : y1y2) where defined, so we concludex0x3 = x1x2 and(y0 : y1 : y2) = (x0 : x1 : x2). �

Remark4.3.13. The proof of lemma 4.3.12 is short and elegant, but not very insightful.
Let us try to understand geometrically what is going on.

As in the proof, we think ofP1×P1 as the quadric

Q = {(x0 : x1 : x2 : x3) ; x0x3 = x1x2} ⊂ P3.

Consider the projectionπ from P to P2, given in coordinates byπ(x0 : x1 : x2 : x3) = (x0 :
x1 : x2). We have considered projections from points before, but so far the projection point



4. Dimension 63

P was always assumed not to lie on the given varietyQ. This is not the case here, and
consequentlyπ is only well-defined onQ\P. To constructπ(P) we would have to take
“the line throughP and P” and intersect it with a givenP2 ⊂ P3 that does not contain
P. Of course this is ill-defined. But there is a well-defined line throughP and any point
P′ nearP which we can intersect withP2. It is obvious thatπ(P) should be the limit of
these projection points whenP′ tends toP. The lineP′P will then become a tangent line
to Q. But Q, being two-dimensional, has a one-parameter family of tangent lines. This is
why π(P) is ill-defined. But we also see from this discussion that blowing upP on Q, i.e.
replacing it by the set of tangent lines throughP, will exactly resolve the indeterminacy.

We have thus constructed a morphismQ̃= P̃1×P1→ P2 by projection fromP. If there
is an inverse morphism, it is easy to see what it would have to look like: pick a point
R∈ P2 ⊂ P3. The points mapped toR by π are exactly those on the linePRnot equal to
P. In general, this line intersects the quadricQ in two points, one of which isP. So there
is exactly one point onQ which maps toR. This reasoning is false however if the whole
line PR= P1 lies inQ. This whole line would then be mapped toR, so that we cannot have
an isomorphism. But of course we expect again that this problem can be taken care of by
blowing upR in P2, so that it is replaced by aP1 that can then be mapped one-to-one to
PR.

There are obviously two such linesPR1 andPR2, given byR1 = (0 : 1 : 0) andR2 = (0 :
0 : 1). If you think of Q asP1×P1 again, these lines are precisely the “horizontal” and
“vertical” linesP1×{point} and{point}×P1 passing throughP. So we would expect that
π̃ can be made into an isomorphism after blowing upR1 andR2, which is what we have
shown in lemma 4.3.12.

R1
R2 PI 2

Q

P

P’

(π )P’

4.4. Smooth varieties. Let X ⊂ An be an affine variety, and letP ∈ X be a point. By a
change of coordinates let us assume thatP = (0, . . . ,0) is the origin. In remark 4.3.8 we
have defined the tangent cone ofX in P to be the closed subset ofAn given by the initial
ideal ofX, i.e. the “local approximation” ofX aroundP given by keeping only the terms of
the defining equations ofX of minimal degree. Let us now make a similar definition, but
where we only keep thelinear terms of the defining equations.

Definition 4.4.1. For any polynomialf ∈ k[x1, . . . ,xn] denote byf (1) the linear part off .
For an idealI ⊂ k[x1, . . . ,xn] denote byI (1) = { f (1) ; f ∈ I} the vector space of all linear
parts of the elements ofI ; this is by definition a vector subspace of then-dimensional space
k[x1, . . . ,xn](1) of all linear forms

{a1x1 + · · ·+anxn ; ai ∈ k}.
The zero locusZ(I (1)) is then a linear subspace ofAn. It is canonically dual (as a vector
space) tok[x1, . . . ,xn](1)/I (1), since the pairing

k[x1, . . . ,xn](1)/I (1)×Z(I (1))→ k, ( f ,P) 7→ f (P)

is obviously non-degenerate.
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Now let X ⊂ An be a variety. By a linear change of coordinates, assume thatP =
(0, . . . ,0) ∈ X. Then the linear spaceZ(I(X)(1)) is called thetangent spaceto X at P and
denotedTX,P.

Remark4.4.2. Let us make explicit the linear change of coordinates mentioned in the
definition. IfP= (a1, . . . ,an)∈X, we need to change coordinates from thexi to yi = xi−ai .
By a (purely formal) Taylor expansion we can rewrite any polynomialf ∈ k[x1, . . . ,xn] as

f (x1, . . . ,xn) = f (P)+∑
i

∂ f
∂xi

(P) ·yi + (terms at least quadratic in theyi),

so we see that the tangent spaceTX,P to any pointP = (a1, . . . ,an) ∈ X is given by the
equations

∑
i

∂ f
∂xi

(P) · (xi−ai) = 0

for all f ∈ I(X).

Here is an alternative description of the tangent space. For simplicity, we will assume
again that the coordinates have been chosen such thatP = (0, . . . ,0).

Lemma 4.4.3. Let X⊂ An be a variety, and assume that P= (0, . . . ,0) ∈ X. Then

k[x1, . . . ,xn](1)/I(X)(1) = M/M2,

where M= {ϕ ; ϕ(P) = 0} ⊂ OX,P is the maximal ideal in the local ring of X at P.

Proof. Recall that

OX,P =
{ f

g
; f ,g∈ A(X),g(P) 6= 0

}
,

and therefore

M =
{ f

g
; f ,g∈ A(X), f (P) = 0,g(P) 6= 0

}
.

There is an obvious homomorphismk[x1, . . . ,xn](1)/I(X)(1)→M/M2 of k-vector spaces.
We will show that it is bijective.

Injectivity: Let f ∈ k[x1, . . . ,xn](1) be a linear function. Thenf1 is zero inOX,P if and
only if it is zero inA(X), i.e. if and only if f ∈ I(X).

Surjectivity: Letϕ = f
g ∈M. Without loss of generality we can assume thatg(P) = 1.

Set

ϕ′ = ∑
i

∂ϕ
∂xi

(P) ·xi ,

which is obviously an element ofk[x1, . . . ,xn](1). We claim thatϕ−ϕ′ ∈M2. In fact,

g(ϕ−ϕ′) = f −g ∑
i

∂ f
∂xi

(P)g(P)− ∂g
∂xi

(P) f (P)

g(P)2 xi

= f −g ∑
i

∂ f
∂xi

(P) xi

≡ f −g(P) ∑
i

∂ f
∂xi

(P) xi (mod M2) (asg−g(P) andxi are inM)

= f −∑
i

∂ f
∂xi

(P) xi

≡ 0 (mod M2) (as this is the linear Taylor expression forf ).

Soϕ = ϕ′ in M/M2. �
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Remark4.4.4. In particular, this lemma gives us a more intrinsic definition of the tangent
spaceTX,P: we can say thatTX,P is the dual of thek-vector spaceM/M2, whereM is the
maximal ideal in the local ringOX,P. This alternative definition shows that the tangent
spaceTX,P (as an abstract vector space) is independent of the chosen embedding ofX in
affine space. It also allows us to define the tangent spaceTX,P for any varietyX (that is not
necessarily affine).

Let us now compare tangent spaces to tangent cones.

Remark4.4.5. Let X be an affine variety, and assume for simplicity thatP= (0, . . . ,0)∈X.
For all polynomialsf ∈ k[x1, . . . ,xn] vanishing atP, linear terms are always initial. Hence
the ideal generated byI(X)(1) is contained in the idealI(X)in defining the tangent cone (see
remark 4.3.8). So the tangent coneCX,P⊂ An is contained in the tangent spaceTX,P⊂ An.
In particular, we always have dimTX,P≥ dimCX,P = dimX. Summarizing, we can say that,
in studying the local properties ofX aroundP, the tangent cone has the advantage that it
always has the “correct” dimension dimX, whereas the tangent space has the advantage
that it is always a linear space. We should give special attention to those cases when both
notions agree, i.e. whenX “can be approximated linearly” aroundP.

Definition 4.4.6. A varietyX is calledsmoothat the pointP∈ X if TX,P = CX,P, or equiv-
alently, if the tangent spaceTX,P to X at P has dimension (at most) dimX. It is called
singular at P otherwise. We say thatX is smooth if it is smooth at all pointsP ∈ X;
otherwiseX is singular.

Example 4.4.7.Consider again the curves of example 4.3.9:

(i) X = {y = x(x−1)} ⊂ A2,
(ii) X = {y2 = x2 +x3} ⊂ A2,

(iii) X = {y2 = x3} ⊂ A2.

In case (i), the tangent space is{y = −x} ⊂ A2 and coincides with the tangent cone:X is
smooth atP = (0,0). In the cases (ii) and (iii), there are no linear terms in the defining
equations ofX. So the tangent space ofX at P is all of A2, whereas the tangent cone is
one-dimensional. Hence in these casesX is singular atP.

In case (iii) let us now consider the blow-up ofX in P = (0,0). Let us first blow up the
ambient spaceA2 in P; we know already that this is given by

Ã2 = {((x,y),(x′ : y′)) ; xy′ = x′y} ⊂ A2×P1.

So local affine coordinates of̃A2 around the point((0,0),(1 : 0)) are(u,v) ∈ A2, where

u =
y′

x′
and v = x

so that((x,y),(x′ : y′)) = ((v,uv),(1 : u)). In these local coordinates, the equationy2 = x3

of the curveX is given by(uv)2 = v3. The exceptional hypersurface has the local equation
v = 0, so away from this hypersurface the curveX is given by the equationv = u2. By
definition, this is then also the equation of the blow-upX̃.

So we conclude first of all thatthe blow-upX̃ is smooth, althoughX was not. We say
that the singularityP∈ X got “resolved” by blowing up. We can also see that the blow-up
of the curve (with local equationv = u2) is tangent to the exceptional hypersurface (with
local equationv = 0). All this is illustrated in the following picture (the blow-up ofA2 is
the same as in example 4.3.4):
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π−1(0,0)

X
~

π

X

It can in fact be shown that every singularity can be “resolved” in a similar way by succes-
sively blowing up the singular locus.

The good thing about smoothness is that is very easy to check:

Proposition 4.4.8.

(i) (Affine Jacobi criterion) Let X ⊂ An be an affine variety with ideal I(X) =
( f1, . . . , fr), and let P∈ X be a point on X. Then X is smooth at P if and only
if the rank of the r×n “Jacobi matrix”

( ∂ fi
∂x j

(P)
)

is (at least) n−dimX.

(ii) (Projective Jacobi criterion) Let X⊂ Pn be a projective variety with ideal I(X) =
( f1, . . . , fr), and let P∈ X be a point on X. Then X is smooth at P if and only if
the rank of the r×n Jacobi matrix

( ∂ fi
∂x j

(P)
)

is (at least) n−dimX.

In particular, if the rank is r (the number of functions) then X is smooth of dimension n− r.

Proof. (i): By remark 4.4.2, the linearization of the functionsfi around the pointP =
(a1, . . . ,an) is given by∑ j

∂ fi
∂x j

(P) · (xi −ai). By definition,X is smooth atP if these func-

tions define a linear subspace ofAn of dimension (at most) dimX, i.e. if and only if the
linear subspace ofk[x1, . . . ,xn](1) spanned by the above linearizations has dimension (at
least)n−dimX. But the dimension of this linear space is exactly the rank of the matrix
whose entries are the coefficients of the various linear function.

(ii): This follows easily by covering the projective spacePn by then+1 affine spaces
{xi 6= 0} ∼= An, and applying the criterion of (i) to thesen+1 patches. �

Remark4.4.9. Note that a matrix has rank less thank if and only if all k× k minors are
zero. These minors are all polynomials in the entries of the matrix. In particular, the
locus of singular points, i.e. where the Jacobi matrix has rank less thann−dimX as in the
proposition, is closed.

It follows that the set

{P∈ X ; X is singular atP} ⊂ X

is closed. In other words, the set of smooth points of a variety is always open. One can
show that the set of smooth points is also non-empty for every variety (see e.g. [H] theorem
I.5.3). Hence the set of smooth points is always dense.

Example 4.4.10.

(i) For givenn andd, let X be the so-calledFermat hypersurface

X = {(x0 : · · · : xn) ; xd
0 + · · ·+xd

n = 0}.

Then the Jacobi matrix has only one row, and the entries of this row ared xd−1
i

for i = 0, . . . ,n. Assuming that the characteristic of the ground field is zero (or at
least not a divisor ofd), it follows that at least one of the entries of this matrix is
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non-zero at every point. In other words, the rank of the Jacobi matrix is always 1.
ThereforeX is smooth by proposition 4.4.8.

(ii) Let X be the “twisted cubic curve” of exercise 3.5.2

X = {(s3 : s2t : st2 : t3) ; (s : t) ∈ P1}.

We have seen earlier thatX can be given by the equations

X = {(x0 : x1 : x2 : x3) ; x2
1−x0x2 = x2

2−x1x3 = x0x3−x1x2 = 0}.

So the Jacobi matrix is given by −x2 2x1 −x0 0
0 −x3 2x2 −x1

x3 −x2 −x1 x0

 .

By proposition 4.4.8,X is smooth if and only if the rank of this matrix is 2. (We
know already that the rank cannot be bigger than 2, which is also easily checked
directly).

The 2× 2 minor given by the last two rows and the first two columns isx2
3.

The 2×2 minor given by last two rows and the first and last column isx1x3 = x2
2.

Similarly we find 2×2 minors that arex2
1 andx2

0. These cannot all be simultane-
ously zero; henceX is smooth. (Of course we have known this before, sinceX is
just the degree-3 Veronese embedding ofP1 (see example 3.4.11. In particular,X
is isomorphic toP1 and therefore smooth.)

Remark4.4.11. The Jacobi criterion of proposition 4.4.8 gives us a direct connection to
complex analysis. Assume that we are givenr holomorphic functions onCn (e.g. poly-
nomials), and that the matrix of the derivatives of thefi has rankn− dimX at a point
P, whereX is the zero locus of thefi . Assume for simplicity that the square matrix(

∂ fi
∂x j

(P)
)

1≤i≤n−dimX,dimX< j≤n
of sizen− dimX is invertible. Then the inverse function

theorem states that the coordinatesxdimX+1, . . . ,xn are locally aroundP determined by the
other coordinatesx1, . . . ,xdimX. I.e. there is a neighborhoodU of P in Cn (in the classical
topology!) and holomorphic functionsgdimX+1, . . . ,gn of x1, . . . ,xdimX such that for every
P = (x1, . . . ,xdimX) ∈U the functionsfi vanish atP if and only if xi = gi(x1, . . . ,xdimX) for
i = dimX +1, . . . ,n.

So the zero locus of thefi is “locally the graph of a holomorphic map” given by the
gi . In other words, smoothness in algebraic geometry means in a sense the same thing as
differentiability in analysis: the geometric object has “no edges”.

Note however that the inverse function theorem is not true in the Zariski topology, be-
cause the open sets are too big. For example, consider the curveX = {(x,y) ; f (x,y) =
y−x2 = 0} ⊂ C2. Then ∂ f

∂x 6= 0 say at the pointP = (1,1) ∈ X. Consequently, in complex
analysisx can be expressed locally in terms ofy aroundP: it is just the square root ofy. But
any non-empty Zariski open subset ofX will contain pairs of points(x,x2) and(−x,x2) for
somex, so the inverse function theorem cannot hold here in algebraic geometry.

4.5. The 27 lines on a smooth cubic surface.As an application of the theory that we
have developed so far, we now want to study lines on cubic surfaces inP3. We have
already mentioned in example 0.1.7 that every smooth cubic surface has exactly 27 lines
on it. We now want to show this. We also want to study the configuration of these lines,
and show that every smooth cubic surface is birational toP2.

The results of this section will not be needed later on. Therefore we will not give all the
proofs in every detail here. The goal of this section is rather to give an idea of what can be
done with our current methods.
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First let us recall some notation from exercise 3.5.4. LetG = G(1,3) be the Grass-
mannian variety of lines inP3. This is a 4-dimensional projective variety. In this section
we will use local affine coordinates onG: if L0 ∈ G is the line inP3 (with coordinates
x0, . . . ,x3) given by the equationsx2 = x3 = 0 (of course every line is of this form after a
linear change of coordinates), then there is an open neighborhoodA4⊂G of L0 in G given
by sending a point(a,b) := (a2,b2,a3,b3) ∈ A4 to the line through the points(1,0,a2,a3)
and(0,1,b2,b3).

The cubic surfaces inP3 are parametrized by homogeneous polynomials of degree 3
in x0,x1,x2,x3 up to scalars, which is a 19-dimensional projective spaceP19. A cubic
surface given by the equationfc := ∑α cαxα = 0 (in multi-index notation, soα runs over
all quadruples of indices(α0,α1,α2,α3) with αi ≥ 0 and∑i αi = 3) corresponds to the
point in P19 with homogeneous coordinatesc = (cα). We denote the corresponding cubic
surface byXc = { fc = 0}.

To study lines in cubic surfaces, we consider the so-calledincidence correspondence

M := {(L,X) ; L⊂ X} ⊂G×P19

consisting of all pairs of a line and a cubic such that the line lies in the cubic. Let us start
by proving some facts about this incidence correspondence.

Lemma 4.5.1. With the above notation, the incidence correspondence M has an open
cover by affine spacesA19. In particular, M is a smooth 19-dimensional variety.

Proof. In the coordinates(a,b,c) = (a2,a3,b2,b3,cα) as above, the incidence correspon-
denceM is given by the equations

(a,b,c) ∈M ⇐⇒ s(1,0,a2,a3)+ t (0,1,b2,b3) ∈ Xc for all s, t

⇐⇒ ∑
α

cαsα0tα1(sa2 + t b2)α2(sa3 + t b3)α3 = 0 for all s, t

⇐⇒ : ∑
i

sit3−iFi(a,b,c) = 0 for all s, t

⇐⇒ Fi(a,b,c) = 0 for 0≤ i ≤ 3.

Note that theFi are linear in thecα. Moreover,ci,3−i,0,0 occurs only inFi for i = 0, . . . ,3, and
it occurs there with coefficient 1. So these equations can be written asci,3−i,0,0 = Gi(a,b,c)
for i = 0, . . . ,3, where theGi depend only on thosecα whereα2 > 0 or α3 > 0. Therefore
the varietyA4×P15 (with coordinatesa2,a3,b2,b3, and allcα with α2 > 0 or α3 > 0)
is isomorphic to an open subvariety ofM, with the isomorphism given by the equations
ci,3−i,0,0 = G(a,b,c). It follows that M has an open cover by affine spacesA4×A15 =
A19. �

Lemma 4.5.2. Again with notations as above, let(a,b,c) ∈ M be a point such that the

corresponding cubic surface Xc is smooth. Then the4×4 matrix ∂(F0,F1,F2,F3)
∂(a2,a3,b2,b3) is invertible.

Proof. After a change of coordinates we can assume for simplicity thata = b = 0. Then

∂
∂a2

(∑
i

sit3−iFi)|(0,0,c) =
∂

∂a2
fc(s, t,sa2 + t b2,sa3 + t b3)|(0,0,c)

= s
∂ fc
∂x2

(s, t,0,0).

The(s, t)-coefficients of this polynomial are the first row in the matrix∂Fi
∂(a,b) (0,0,c). The

other rows are obviouslys ∂ fc
∂x3

(s, t,0,0), t ∂ fc
∂x2

(s, t,0,0), andt ∂ fc
∂x3

(s, t,0,0). So if the matrix
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∂Fi
∂(a,b) (0,0,c) were not invertible, there would be a relation

(λ2s+µ2t)
∂ fc
∂x2

(s, t,0,0)+(λ3s+µ3t)
∂ fc
∂x3

(s, t,0,0) = 0

identically in s, t, with (λ2,µ2,λ3,µ3) 6= (0,0,0,0). But this means that∂ fc
∂x2

(s, t,0,0) and
∂ fc
∂x3

(s, t,0,0) have a common linear factor, i.e. there is a pointP = (x0,x1,0,0) ∈ P3 such

that ∂ fc
∂x2

(P) = ∂ fc
∂x3

(P) = 0. But as the lineL0 lies in the cubic fc, we must havefc =

x2 · g2(x0,x1,x2,x3) + x3 · g3(x0,x1,x2,x3) for someg2,g3. Hence ∂ fc
∂x0

(P) = ∂ fc
∂x1

(P) = 0
also, which means thatP is a singular point of the cubicXc. This is a contradiction to our
assumptions. �

Remark4.5.3. By remark 4.4.11, lemma 4.5.2 means that locally (in the classical topology)
around any point(a,b,c) ∈ M such thatXc is smooth, the coordinatesa2,a3,b2,b3 are
determined uniquely inM by thecα. In other words, the projection mapπ : M→ P19 is a
local isomorphism(again in the classical topology!) around such a point(a,b,c) ∈M. So
the local picture looks as follows:

IP 19

π

M

As the number of lines in a given cubicXc is just the number of inverse image points of
c ∈ P19 under this projection map, it follows thatthe number of lines on a smooth cubic
surface is independent of the particular cubic chosen.

Theorem 4.5.4.Every smooth cubic surface X⊂ P3 contains exactly 27 lines.

Proof. We have just argued that the number of lines on a smooth cubic surface does not
depend on the surface, so we can pick a special one. We take the surfaceX given by
the equationf = x3

0 + x3
1 + x3

2 + x3
3 = 0 (which is smooth in characteristic not equal to

3). Up to a permutation of coordinates, every line inP3 can be writtenx0 = a2x2 + a3x3,
x1 = b2x2 +b3x3. Substituting this in the equationf yields the conditions

a3
2 +b3

2 =−1, (1)

a3
3 +b3

3 =−1, (2)

a2
2a3 =−b2

2b3, (3)

a2a2
3 =−b2b2

3. (4)

Assume thata2,a3,b2,b3 are all non-zero. Then(3)2/(4) givesa3
2 =−b3

2, while (4)2/(3)
yieldsa3

3 =−b3
3. This is obviously a contradiction to (1) and (2). Hence at least one of the

a2,a3,b2,b3 must be zero. Assume without loss of generality thata2 = 0. Thenb3 = 0 and
a3

3 = b3
2 =−1. This gives 9 lines by settinga3 =−ωi andb2 =−ω j for 0≤ i, j ≤ 2 andω

a third root of unity. So by allowing permutations of the coordinates we find that there are
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exactly the following 27 lines onX:

x0 +x1ωi = x2 +x3ω j = 0, 0≤ i, j ≤ 2,

x0 +x2ωi = x1 +x3ω j = 0, 0≤ i, j ≤ 2,

x0 +x3ωi = x1 +x2ω j = 0, 0≤ i, j ≤ 2.

�

Remark4.5.5. We will now study to a certain extent theconfigurationof the 27 lines on a
cubic surface, i.e. determine which of the lines intersect. Consider the special cubicX of
the proof of theorem 4.5.4, and letL be the line

L = {x0 +x1 = x2 +x3 = 0}
in X. Then we can easily check thatL meets exactly 10 of the other lines inX, namely

x0 +x1ωi = x2 +x3ω j = 0, (i, j) 6= (0,0)
x0 +x2 = x1 +x3 = 0,

x0 +x3 = x1 +x2 = 0.

The same is true for every other line inX. In fact, the statement is also true for every
smooth cubic surface, and not just for the special one that we have just considered. The
proof of this is very similar to the proof above that the number of lines on a smooth cubic
surface does not depend on the particular cubic chosen.

Now let L1 andL2 be two disjoint lines on a smooth cubic surfaceX. We claim that
there are exactly 5 lines onX that intersect bothL1 andL2. To show this, one can proceed
in the same way as above: check the statement directly on a special cubic surface, and then
show that it must then be true for all other smooth cubic surfaces as well.

Proposition 4.5.6. Any smooth cubic surface inP3 is birational toP2.

Proof. By remark 4.5.5 there are two disjoint linesL1,L2 ⊂ X. The following mutually
inverse rational mapsX 99K L1×L2 andL1×L2 99K X show thatX is birational toP1×P1

and hence toP2:

“X 99K L1×L2”: By exercise 3.5.1, for every pointP not onL1 or L2 there is a unique
line L(P) in P3 throughL1, L2 andP. Take the rational mapP 7→ (L1∩L(P),L2∩L(P))
that is obviously well-defined away fromL1∪L2.

“L1×L2 99K X”: Map any pair of points(P,Q) ∈ L1×L2 to the third intersection point
of X with the linePQ. This is well-defined wheneverPQ is not contained inX. �

Proposition 4.5.7. Any smooth cubic surface inP3 is isomorphic toP1×P1 blown up in
5 (suitably chosen) points, or equivalently, toP2 blown up in 6 (suitably chosen) points.

Proof. We will only sketch the proof. LetX be a smooth cubic surface, and letf : X 99K
L1×L2

∼= P1×P1 be the rational map as in the proof of proposition 4.5.6.

First of all we claim thatf is actually a morphism. To see this, note that there is a
different description forf : if P∈ X\L1, let H be the unique plane inP3 that containsL1

andP, and let f2(P) = H ∩L2. If one definesf1(P) similarly, then f (P) = ( f1(P), f2(P)).
Now if the pointP lies onL1, let H be the tangent plane toX at P, and again letf2(P) =
H∩L2. Extendingf1 similarly, one can show that this extendsf = ( f1, f2) to a well-defined
morphismX→ P1×P1 on all ofX.

Now let us investigate where the inverse mapP1×P1 99K X is not well-defined. As
already mentioned in the proof of proposition 4.5.6, this is the case if the point(P,Q) ∈
L1×L2 is such thatPQ⊂ X. In this case, the whole linePQ∼= P1 will be mapped to(P,Q)
by f , and it can be checked thatf is actually locally the blow-up of this point. By remark
4.5.5 there are exactly 5 such linesPQonX. Hencef is the blow-up ofP1×P1 at 5 points.
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By lemma 4.3.12 it then follows thatf is also the blow-up ofP2 in 6 suitably chosen
points. �

Remark4.5.8. It is interesting to see the 27 lines on a cubic surfaceX in the picture where
one thinks ofX as a blow-up ofP2 in 6 points. It turns out that the 27 lines correspond to
the following curves that we all already know (and that are all isomorphic toP1):

• the 6 exceptional hypersurfaces,
• the strict transforms of the

(6
2

)
= 15 lines through two of the blown-up points,

• the strict transforms of the
(6

5

)
= 6 conics through five of the blown-up points (see

exercise 3.5.8).

In fact, it is easy to see by the above explicit description of the isomorphism ofX with the
blow-up ofP2 that these curves on the blow-up actually correspond to lines on the cubic
surface.

It is also interesting to see again in this picture that every such “line” meets 10 of the
other “lines”, as mentioned in remark 4.5.5:

• Every exceptional hypersurface intersects the 5 lines and the 5 conics that pass
through this blown-up point.
• Every line through two of the blown-up points meets

– the 2 exceptional hypersurfaces of the blown-up points,
– the

(4
2

)
= 6 lines through two of the four remaining points,

– the 2 conics through the four remaining points and one of the blown-up
points.

• Every conic through five of the blown-up points meets the 5 exceptional hyper-
surfaces at these points, as well as the 5 lines through one of these five points and
the remaining point.

4.6. Exercises.

Exercise 4.6.1.Let X,Y ⊂ Pn be projective varieties. Show thatX ∩Y is not empty if
dimX +dimY ≥ n.

On the other hand, give an example of a projective varietyZ and closed subsetsX,Y⊂ Z
with dimX +dimY ≥ dimZ andX∩Y = /0.

(Hint: Let H1,H2 be two disjoint linear subspaces of dimensionn in P2n+1, and consider
X ⊂ Pn ∼= H1 ⊂ P2n+1 andY ⊂ Pn ∼= H2 ⊂ P2n+1 as subvarieties ofP2n+1. Show that the
join J(X,Y) ⊂ P2n+1 of exercise 3.5.7 has dimension dimX + dimY + 1. Then construct
X∩Y as a suitable intersection ofJ(X,Y) with n+1 hyperplanes.)

Exercise 4.6.2.(This is a generalization of corollary 4.2.7). Letf : X→Y be a morphism
of varieties. Show that there is a non-empty open subsetU of Y such that every component
of the fiber f−1(P) has dimension dimX−dimY for all P∈U .

(Hint: You can assumeX ⊂ An andY ⊂ Am to be affine. By considering the graph
(P, f (P)) ∈ An+m, reduce to the case wheref : An+1→ An is the projection map.)

Exercise 4.6.3.Let f : X → Y be a morphism of varieties, and letZ ⊂ X be a closed
subset. Assume thatf−1(P)∩Z is irreducible and of the same dimension for allP ∈ Y.
Use exercise 4.6.2 to prove that thenZ is irreducible too. (This is a quite useful criterion
to check the irreducibility of closed subsets.)

Show by example that the conclusion is in general false if thef−1(P)∩Z are irreducible
but not all of the same dimension.

Exercise 4.6.4.Let X be a variety, and letY ⊂ X a closed subset. For every element in an
open affine cover{Ui} of X, let Vi = Ui ∩Y, and letŨi be the blow-up ofUi atVi . Show
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that the spaces̃Ui can be glued together to give a varietyX̃. (This variety is then called the
blow-up ofX atY.)

Exercise 4.6.5.A quadric inPn is a projective variety inPn that can be given as the zero
locus of a quadratic polynomial. Show that every quadric inPn is birational toPn−1.

Exercise 4.6.6.Show that for fourgeneral lines L1, . . . ,L4 ⊂ P3, there are exactly two
lines in P3 intersecting all theLi . (This means: the subset ofG(1,3)4 of all (L1, . . . ,L4)
such that there are exactly two lines inP3 intersectingL1, . . . ,L4 is dense. You may want
to use the result of exercise 3.5.4 (iii) thatG(1,3) is a quadric inP5.)

Exercise 4.6.7.Let P1 = (1 : 0 : 0),P2 = (0 : 1 : 0),P3 = (0 : 0 : 1) ∈ P2, and letU =
P2\{P1,P2,P3}. Consider the morphism

f : U 7→ P2,(a0 : a1 : a2) 7→ (a1a2 : a0a2 : a0a1).

(i) Show that there is no morphismF : P2→ P2 extendingf .
(ii) Let P̃2 be the blow-up ofP2 in the three pointsP1,P2,P3. Show that there is an

isomorphismf̃ : P̃2→ P̃2 extendingf . This is called theCremona transforma-
tion.

Exercise 4.6.8.Let X ⊂ An be an affine variety. For everyf ∈ k[x0, . . . ,xn] denote by
f in the initial terms of f , i.e. the terms off of the lowest occurring degree (e.g. iff =
x2

2 + 3x1x3− x2x2
3 then the lowest occurring degree inf is 2, so the initial terms are the

terms of degree 2, namelyf in = x2
2 +3x1x3). Let I(X)in = { f in ; f ∈ I(X)} be the ideal of

the initial terms inI(X).
Now letπ : X̃→ X be the blow-up ofX in the origin{0}= Z(x1, . . . ,xn). Show that the

exceptional hypersurfaceπ−1(0) ⊂ Pn is precisely the projective zero locus of the homo-
geneous idealI(X)in.

Exercise 4.6.9.Let X ⊂ An be an affine variety, and letP∈ X be a point. Show that the
coordinate ringA(CX,P) of the tangent cone toX atP is equal to⊕k≥0I(P)k/I(P)k+1, where
I(P) is the ideal ofP in A(X).

Exercise 4.6.10.Let X ⊂ An be an affine variety, and letY1,Y2 ( X be irreducible, closed
subsets, no-one contained in the other. LetX̃ be the blow-up ofX at the (possibly non-
radical, see exercise 1.4.1) idealI(Y1)+ I(Y2). Then the strict transforms ofY1 andY2 on X̃
are disjoint.

Exercise 4.6.11.LetC⊂ P2 be a smooth curve, given as the zero locus of a homogeneous
polynomial f ∈ k[x0,x1,x2]. Consider the morphism

ϕC : C→ P2, P 7→
( ∂ f

∂x0
(P) :

∂ f
∂x1

(P) :
∂ f
∂x2

(P)
)
.

The imageϕC(C)⊂ P2 is called thedual curve to C.

(i) Find a geometric description ofϕ. What does it mean geometrically ifϕ(P) =
ϕ(Q) for two distinct pointsP,Q∈C ?

(ii) If C is a conic, prove that its dualϕ(C) is also a conic.
(iii) For any five lines inP2 in general position (what does this mean?) show that

there is a unique conic inP2 that is tangent to these five lines. (Hint: Use exercise
3.5.8.)

Exercise 4.6.12.Resolve the singularities of the following curves by subsequent blow-ups
of the singular points. This means: starting with the given curveC, blow up all singular
points ofC, and replaceC by its strict transform. Continue this process until the resulting
curve is smooth.

Also, describe the singularities that occur in the intermediate steps of the resolution
process.
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(i) C = {(x,y) ; x2−x4−y4 = 0} ⊂ A2,
(ii) C = {(x,y) ; y3−x5 = 0} ⊂ A2,

(iii) C = {(x,y) ; y2−xk = 0} ⊂ A2, k∈ N.

Exercise 4.6.13.Show that “a general hypersurface inPn is smooth”. In other words, for

any givend we can considerP(n+d
d )−1 as the “space of all hypersurfaces of degreed in

Pn”, by associating to any hypersurface{ f (x0, . . . ,xn) = 0} ⊂ Pn with f homogeneous of
degreed the projective vector of all

(n+d
d

)
coefficients off . Then show that the subset of

P(n+d
d )−1 corresponding tosmoothhypersurfaces is non-empty and open.

Exercise 4.6.14.(This is a generalization of exercises 3.5.8 and 4.6.11 (iii).) Fori =
0, . . . ,5, determine how many conics there are inP2 that are tangent toi given lines and in
addition pass through 5− i given points.
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5. SCHEMES

To any commutative ring R with identity we associate a locally ringed space called
SpecR, the spectrum of R. Its underlying set is the set of prime ideals of R, so if
R is the coordinate ring of an affine variety X over an algebraically closed field,
then SpecR as a set is the set of non-empty closed irreducible subvarieties of X.
Moreover, in this case the open subsets of SpecR are in one-to-one correspondence
with the open subsets of X, and the structure sheaves of SpecR and X coincide via
this correspondence.

A morphism of locally ringed spaces is a morphism of ringed spaces that respects
the maximal ideals of the local rings. Locally ringed spaces of the form SpecR are
called affine schemes; locally ringed spaces that are locally of the form SpecR are
called schemes. Schemes are the fundamental objects of study in algebraic geometry.
Prevarieties correspond exactly to those schemes that are reduced, irreducible, and
of finite type over an algebraically closed field.

For any two morphisms of schemes X → S and Y→ S there is a fiber product
X×SY; this is a scheme such that giving morphisms Z→X and Z→Y that commute
with the given morphisms to Sis “the same” as giving a morphism Z→ X×SY. If X
and Y are prevarieties over k and we take S= Speck, we get back our old notion of
the product X×Y of prevarieties.

For any graded ring R there is a scheme ProjR whose points are the homoge-
neous prime ideals of R that do not contain the irrelevant ideal. This construction
generalizes our earlier construction of projective varieties; if R is the homogeneous
coordinate ring of a projective variety X over an algebraically closed field then ProjR
“is” just the projective variety X.

5.1. Affine schemes.We now come to the definition of schemes, which are the main
objects of study in algebraic geometry. The notion of schemes extends that of prevarieties
in a number of ways. We have already met several instances where an extension of the
category of prevarieties could be useful:

• We defined a prevariety to be irreducible. Obviously, it makes sense to also con-
sider reducible spaces. In the case of affine and projective varieties we called
them algebraic sets, but we did not give them any further structure or defined reg-
ular functions and morphisms of them. Now we want to make reducible spaces
into full-featured objects of our category.
• At present we have no geometric objects corresponding to non-radical ideals in

k[x1, . . . ,xn], or in other words to coordinate rings with nilpotent elements. These
non-radical ideals pop up naturally however: e.g. we have seen in exercise 1.4.1
that intersections of affine varieties correspond to sums of their ideals, modulo
taking the radical. It would seem more natural to define the intersectionX1∩X2

of two affine varietiesX1,X2⊂An to be a geometric object associated to the ideal
I(X1) + I(X2) ⊂ k[x1, . . . ,xn]. This was especially obvious when we discussed
blow-ups: blowing upX1∩X2 in An “separates”X1 andX2 (if none of these two
sets is contained in the other), i.e. their strict transformsX̃1 and X̃2 are disjoint
in Ãn, but this is only true if we blow-up at the idealI(X1)+ I(X2) and not at its
radical (see exercise 4.6.10).
• Recall that by lemma 2.3.7 and remark 2.3.14 we have a one-to-one correspon-

dence between affine varieties overk and finitely generatedk-algebras that are
domains, both modulo isomorphism. We have just seen that we should drop the
condition on thek-algebra to be a domain. We can go even further and also drop
the condition that it is finitely generated — then we would expect to arrive at
“infinite-dimensional” objects. Moreover, it turns out that we do not even need a
k-algebra to do geometry; it is sufficient to start with any commutative ring with
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identity, i.e. we do not have to have a ground field. This can be motivated by
noting that most constructions we made with the coordinate ring of a variety —
defining the structure sheaf, setting up correspondences between points and max-
imal ideals, and so on — actually only used the ring structure of the coordinate
ring, and not thek-algebra structure.

All these generalizations are included in the definition of a scheme. Note that they apply
already toaffinevarieties; so we will start by defining anaffinescheme to be “an affine
variety generalized as above”. Later we will then say that a scheme is an object that looks
locally like an affine scheme, just as we did it in the case of prevarieties.

We are now ready to construct from any ringR (which will always mean a commutative
ring with identity) an affine scheme, which will be a ringed space and which will be denoted
SpecR, the spectrum ofR.

Definition 5.1.1. Let Rbe a ring (commutative with identity, as always). We define SpecR
to be the set of all prime ideals ofR. (As usual,R itself does not count as a prime ideal,
but (0) does ifR is a domain.) We call SpecR the spectrum of R, or theaffine scheme
associated toR. For everyp ∈ SpecR, i.e.p⊂Ra prime ideal, letk(p) be the quotient field
of the domainR/p.

Remark5.1.2. Let X = SpecR be an affine scheme. We should think ofX as the analogue
of an affine variety, and ofRas the analogue of its coordinate ring.

Remark5.1.3. Any elementf ∈ R can be considered to be a “function” on SpecR in the
following sense: forp ∈ SpecR, denote byf (p) the image off under the composite map
R→ R/p→ k(p). We call f (p) thevalue of f at the pointp. Note that these values will
in general lie in different fields. IfR= k[x1, . . . ,xn]/I(X) is the coordinate ring of an affine
variety X andp is a maximal ideal (i.e. a point inX), thenk(p) = k and the value of an
elementf ∈ R as defined above is equal to the value off at the point corresponding top
in the classical sense. Ifp⊂ R is not maximal and corresponds to some subvarietyY ⊂ X,
the valuef (p) lies in the function fieldK(Y) and can be thought of as the restriction of the
function f to Y.

Example 5.1.4.

(i) If k is a field, then Speck consists of a single point(0).
(ii) The space SpecC[x] (that will correspond to the affine varietyA1 overC) contains

a point(x−a) for everya∈ A1, together with a point(0) corresponding to the
subvarietyA1.

(iii) More generally, ifR= A(X) is the coordinate ring of an affine varietyX over an
algebraically closed field, then the set SpecR contains a point for every closed
subvariety ofX (as subvarieties correspond exactly to prime ideals). This affine
scheme SpecR will be the analogue of the affine varietyX. So an affine scheme
has “more points” than the corresponding affine variety: we have enlarged the
set by throwing in an additional point for every closed subvarietyY of X. This
point is usually called thegeneric point (or general point) of Y. In other words,
in the scheme corresponding to an affine variety with coordinate ringR we will
have a point for every prime ideal inR, and not just for every maximal ideal.
These additional points are sometimes important, but quite often one can ignore
this fact. Many textbooks will even adopt the convention that a point of a scheme
is always meant to be a point in the old geometric sense (i.e. a maximal ideal).

(iv) In contrast to (ii), the affine scheme SpecR[x] contains points that are not of the
form (x−a) or (0), e.g.(x2 +1) ∈ SpecR[x].

(v) The affine scheme SpecZ contains an element for every prime number, and in
addition the generic point(0).
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So far we have defined SpecR as a set. This is not particularly interesting, so let us
move on and make SpecR into a topological space. This is done in the same way as for
affine varieties.

Definition 5.1.5. Let Rbe a ring. For every subsetS⊂ R, we define thezero locusof S to
be the set

Z(S) := {p ∈ SpecR ; f (p) = 0 for all f ∈ S} ⊂ SpecR,

where f (p) is the value off atp as in remark 5.1.3. (Obviously,Sand(S) define the same
zero locus, so we will usually only consider zero loci of ideals.)

Remark5.1.6. By the definition of the value of an elementf ∈Rat a pointp ∈ SpecR, we
can also write the definition of the zero locus as

Z(S) = {p ∈ SpecR ; f ∈ p for all f ∈ S}
= {p ∈ SpecR ; p⊃ S}.

Lemma 5.1.7. Let R be a ring.

(i) If {Ii} is a family of ideals of R then
T

i Z(Ii) = Z(∑i Ii)⊂ SpecR.
(ii) If I1, I2⊂ R then Z(I1)∪Z(I2) = Z(I1I2)⊂ SpecR.

(iii) If I1, I2⊂ R then Z(I1)⊂ Z(I2) if and only if
√

I2⊂
√

I1.

Proof. The proof is literally the same as in the case of affine algebraic sets. �

Hence we can define a topology on SpecRby taking the subsets of the formZ(S) as the
closed subsets. In particular, this defines the notions of irreducibility and dimension for
SpecR, as they are purely topological concepts.

Remark5.1.8. Note that pointsp in SpecRare not necessarily closed: in fact,

{p}= Z(p) = {q ∈ SpecR ; q⊃ p}.
This is equal to{p} only if p is maximal. Hence the closed points of SpecRcorrespond to
the points of an affine variety in the classical sense. The other points are just generic points
of irreducible closed subsets of SpecR, as already mentioned in example 5.1.4.

Example 5.1.9.The motivation for the name “generic point” can be seen from the follow-
ing example. Letk be an algebraically closed field, and letR= Speck[x1,x2] be the affine
scheme corresponding toA2. ConsiderZ(x2) ⊂ SpecR, which “is” just thex1-axis; so its
complement SpecR\Z(x2) should be the set of points that do not lie on thex1-axis. But
note that the elementp = (x1) is contained in SpecR\Z(x2), although the zero locus ofx1,
namely thex2-axis, does intersect thex1-axis. So the geometric way to express the fact
that(x1) ∈ SpecR\Z(x2) is to say that thegeneric pointof thex2-axis does not lie on the
x1-axis.

Remark5.1.10. Let R be a ring, letX = SpecR, and let f ∈ R. As in the case of affine
varieties, we callXf := X\Z( f ) thedistinguished open subsetassociated tof . Note that
any open subset ofX is a (not necessarily finite) union of distinguished open subsets. This
is often expressed by saying that the distinguished open subsets form abaseof the topology
of X.

Now we come to the definition of the structure sheaf of SpecR. Recall that in the case
of an affine varietyX, we first defined the local ringOX,P of the functions regular at a point
P ∈ X to be the localization ofA(X) at the maximal ideal corresponding toP, and then
said that an element inOX(U) for an open subsetU ⊂ X is a function that is regular at
every pointP∈U . We could accomplish that in the case of varieties just by intersecting
the local ringsOX,P, as they were all contained in the function fieldK(X). But in the case
of a general affine scheme SpecR the various local ringsRp for p ∈SpecRdo not lie inside
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some big space, so we cannot just take their intersection. The way around this problem is
to say that an element inOX(U) (for X = SpecRandU ⊂ X open) is given by a collection
of elements in the various local ringsRp for all p ∈U , and require that these elements can
locally be written as quotients of elements ofR (recall that we had a similar condition for
affine varieties in lemma 2.1.8):

Definition 5.1.11. Let R be a ring, and letX = SpecR. For every open subsetU ⊂ X we
defineOX(U) to be

OX(U) := {ϕ = (ϕp)p∈U with ϕp ∈ Rp for all p ∈U

such that “ϕ is locally of the form f
g for f ,g∈ R”}

= {ϕ = (ϕp)p∈U with ϕp ∈ Rp for all p ∈U

such that for everyp ∈U there is a neighborhoodV in U and f ,g∈ R

with g /∈ q andϕq = f
g ∈ Rq for all q ∈V.}

As the conditions imposed on the elements ofOX(U) are local, it is easy to verify that
this defines a sheafOX on X = SpecR. The first thing to do is to check that this sheaf has
the properties that we expect from the case of affine varieties (see definition 2.1.5, remark
2.1.6, and proposition 2.1.10).

Proposition 5.1.12.Let R be a ring and X= SpecR.

(i) For anyp ∈ X the stalkOX,p of the sheafOX is isomorphic to the local ring Rp.
(ii) For any f ∈ R, the ringOX(Xf ) is isomorphic to the localized ring Rf . In partic-

ular, OX(X) = R.

Proof. (i): There is a well-defined ring homomorphism

ψ : OX,p→ Rp, (U,ϕ) 7→ ϕp.

We have to show thatψ is a bijection.

ψ is surjective: Any element ofRp has the formf
g with f ,g∈Randg /∈ p. The function

f
g is well-defined onXg, so(Xg,

f
g) defines an element inOX,p that is mapped byψ to the

given element.

ψ is injective: Letϕ1,ϕ2 ∈ OX(U) for some neighborhoodU of p, and assume that
(ϕ1)p = (ϕ2)p. We have to show thatϕ1 andϕ2 coincide in a neighborhood ofp, so that
they define the same element inOX,p. By shrinkingU if necessary we may assume that
ϕi = fi

gi
onU for i = 1,2, wherefi ,gi ∈ R andgi /∈ p. As ϕ1 andϕ2 have the same image

in Rp, it follows that h( f1g2− f2g1) = 0 in R for someh /∈ p. Therefore we also have
f1
g1

= f2
g2

in every local ringRq such thatg1,g2,h /∈ q. But the set of suchq is the open set
Xg1 ∩Xg2 ∩Xh, which containsp. Henceϕ1 = ϕ2 on some neighborhood ofp, as required.

(ii): There is a well-defined ring homomorphism

ψ : Rf → OX(Xf ),
g
f r 7→

g
f r

(i.e. we mapg
f r to the element ofOX(Xf ) that assigns to anyp the image ofg

f r in Rp).

ψ is injective: Assume thatψ( g1
f r1 ) = ψ( g2

f r2 ), i.e. for everyp ∈ Xf there is an element
h /∈ p such thath(g1 f r2−g2 f r1) = 0. LetI ⊂Rbe the annihilator ofg1 f r2−g2 f r1, then we
have just shown thatI 6⊂ p, ash∈ I buth /∈ p. This holds for everyp∈Xf , soZ(I)∩Xf = /0,
or in other wordsZ(I) ⊂ Z( f ). By lemma 5.1.7 (iii) this means thatf r ∈ I for somer, so
f r(g1 f r2−g2 f r1) = 0, henceg1

f r1 = g2
f r2 in Rf .

ψ is surjective: Letϕ ∈ OX(Xf ). By definition, we can coverXf by open setsUi on
whichϕ is represented by a quotientgi

fi
, with fi /∈ p for all p ∈Ui , i.e.Ui ⊂Xfi . As the open
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subsets of the formXhi form a base for the topology ofX, we may assume thatUi = Xhi for
somehi .

We want to show that we can assumefi = hi . In fact, asXhi ⊂ Xfi , i.e. by taking
complements we getZ( fi) ⊂ Z(hi), and thereforehi ∈

√
fi by lemma 5.1.7 (iii). Hence

hr
i = c fi , so gi

fi
= cgi

hr
i
. Replacinghi by hr

i (asXhi = Xhr
i
) andgi by cgi we can assume that

Xf is covered by open subsets of the formXhi , and thatϕ is represented bygi
hi

onXhi .

Next we prove thatXf can actually be covered by finitely many suchXhi . Indeed,Xf ⊂S
i Xhi if and only if Z( f ) ⊃

T
i Z(hi) = Z(∑(hi)). By lemma 5.1.7 (iii) this is equivalent

to saying thatf r ∈ ∑(hi) for somer. But this means thatf r can be written as a finite sum
f r = ∑bihi . Hence we can assume that we have only finitely manyhi .

OnXhi ∩Xh j = Xhih j , we have two elementsgi
hi

and
g j
h j

representingϕ, so by the injectivity

proven above it follows thatgi
hi

= g j
h j

in Rhih j , hence(hih j)n(gih j −g jhi) = 0 for somen.
As we have only finitely manyhi , we may pick onen that works for alli, j. Now replacegi

by gihn
i andhi by hn+1

i for all i, then we still haveϕ represented bygi
hi

onXhi , and moreover
gih j −g jhi = 0 for all i, j.

Now write f r = ∑bihi as above, which is possible since theXhi coverXf . Letg= ∑bigi .
Then for everyj we have

ghj = ∑
i

bigih j = ∑
i

bihig j = f rg j ,

so f
g = h j

g j
onXh j . Henceϕ is represented onXf by g

f r ∈ Rf , i.e.ψ is surjective. �

Remark5.1.13. Note that a regular function is in general no longer determined by its values
on points. For example, letR= k[x]/(x2) andX = SpecR. ThenX has just one point(x).
On this point, the functionx∈ R= OX(X) takes the value 0= x∈ (k[x]/(x2))/(x) = k. In
particular, the functions 0 andx have the same values at all points ofX, but they are not
the same regular function.

5.2. Morphisms and locally ringed spaces.As in the case of varieties, the next step after
defining regular functions on an affine scheme is to define morphisms between them. Of
course one is tempted to define a morphismf : X → Y between affine schemes to be a
morphism of ringed spaces as in definition 2.3.1, but recall that for this definition to work
we needed a notion of pull-backf ∗ of regular functions. In the case of varieties we got
this by requiring that the structure sheaves be sheaves ofk-valued functions, so that a set-
theoretic pull-back exists. But this is not possible for schemes, as we do not have a ground
field, and the valuesϕ(p) of a regular functionϕ lie in unrelated rings. Even worse, we
have seen already in example 5.1.13 that a regular function is not determined by its values
on points.

The way out of this dilemma is to make the pull-back mapsf ∗ : OY(U)→ OX( f−1(U))
part of the data required to define a morphism. Hence we say that a morphismf : X→Y
between affine schemes is given by a continuous mapf : X→Y between the underlying
topological spaces, together with pull-back mapsf ∗ = f ∗U : OY(U)→ OX( f−1(U)) for
every open subsetU ⊂ Y. Of course we need some compatibility conditions among the
f ∗U . The most obvious one is compatibility with the restriction maps, i.e.f ∗V ◦ ρU,V =
ρ f−1(U), f−1(V) ◦ f ∗U . But we also need some sort of compatibility between thef ∗U and the
continuous mapf . To explain this condition, note that the mapsf ∗U give rise to a map
between the stalks

f ∗P : OY, f (P)→ OX,P, (U,ϕ) 7→ ( f−1(U), f ∗ϕ)

for every pointP∈ X (this is easily seen to be well-defined). These stalks are local rings,
call their maximal idealsmY, f (P) and mX,P, respectively. Now the fact thatf mapsP
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to f (P) should be reflected on the level of the pull-back mapsf ∗ by the condition that
( f ∗P)−1(mX,P) = mY, f (P). This leads to the following definition.

Definition 5.2.1. A locally ringed spaceis a ringed space(X,OX) such that at each point
P∈ X the stalkOX,P is a local ring. The maximal ideal ofOX,P will be denoted bymX,P,
and theresidue fieldOX,P/mX,P will be denotedk(P).

A morphism of locally ringed spaces from(X,OX) to (Y,OY) is given by the following
data:

• a continuous mapf : X→Y,
• for every open subsetU ⊂Y a ring homomorphismf ∗U : OY(U)→ OX( f−1(U)),

such thatf ∗V ◦ρU,V = ρ f−1(U), f−1(V) ◦ f ∗U for all V ⊂U ⊂Y (i.e. the f ∗ are compatible with

the restriction maps) and( f ∗P)−1(mX,P) = mY, f (P), where thef ∗P : OY, f (P) → OX,P are the
maps induced on the stalks, as explained above. We will often omit the index of the various
pull-back mapsf ∗ if it is clear from the context on which spaces they act.

A morphism of affine schemes is a morphism as locally ringed spaces.

The following proposition is the analogue of lemma 2.3.7. It shows that definition 5.2.1
was “the correct one”, because it gives us finally what we want.

Proposition 5.2.2. Let R,S be rings, and let X= SpecR and Y= SpecS the corresponding
affine schemes. There is a one-to-one correspondence between morphisms X→Y and ring
homomorphisms S→ R.

Proof. If ψ : S→R is a ring homomorphism, we define a mapf : X→Y by f (p) = ψ−1(p).
For every idealI ⊂ S it follows that f−1(Z(I)) = Z(ψ(I)), so f is continuous. For eachp ∈
SpecR, we can localizeψ to get a homomorphism of local ringsψp : OY, f (p) = Sψ−1(p)→
Rp = OX,p satisfying the conditionψ−1

p (mX,p) = mY, f (p). By definition of the structure
sheaf, this gives homomorphisms of ringsf ∗ : OY(U)→OX( f−1(U)), and by construction
f ∗p = ψp, so we get a morphism of locally ringed spaces.

If f : X→Y is a morphism, we get a ring homomorphismf ∗ : S= OY(Y)→OX(X) = R
by proposition 5.1.12 (ii). By the above this again determines a morphismg : X → Y.
We leave it as an exercise to check that the various compatibility conditions imply that
f = g. �

Example 5.2.3. Let X = SpecR be an affine scheme. IfI ⊂ R is an ideal, then we can
form the affine schemeY = Spec(R/I), and the ring homomorphismR→ R/I gives us a
morphismY→X. Note that the prime ideals ofR/I are exactly the idealsp⊂Rwith p⊃ I ,
so the mapY→ X is an inclusion with imageZ(I). So we can viewY as an affine “closed
subscheme” ofX. For a precise definition of this concept see example 7.2.10.

Now letY1 = Spec(R/I1) andY2 = Spec(R/I2) be closed subschemes ofX. We define
the intersection schemeY1∩Y2 in X to beY1∩Y2 = SpecR/(I1 + I2).

For example, letX = SpecC[x1,x2], Y1 = SpecC[x1,x2]/(x2), Y2 = SpecC[x1,x2]/(x2−
x2

1+a2) for somea∈C. Then the intersection schemeY1∩Y2 is SpecC[x1]/((x1−a)(x1+
a)). Fora 6= 0 we haveC[x1]/((x1−a)(x1+a))∼= C[x1]/(x1−a)×C[x1]/(x1+a)∼= C×C,
soY1∩Y2 is just the disjoint union of the two points(a,0) and(−a,0) in C2. For a = 0
however we haveY1∩Y2 = SpecC[x1]/(x2

1), which has only one point(0,0). But in all
cases the ringC[x1]/((x1−a)(x1 +a)) has dimension 2 as a vector space overC. We say
thatY1∩Y2 is a “scheme of length 2”, which consists either of two distinct points of length
1 each, or of one point of length (i.e. multiplicity) 2.

Note also that there is always a unique line inA2 throughY1∩Y2, even in the casea= 0
where the scheme has only one geometric point. This is because the schemeY1∩Y2 =
SpecC[x1,x2]/(x2,(x1−a)(x1 +a)) is a subscheme of the lineL = SpecC[x1,x2]/(c1x1 +
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c2x2) if and only if (c1x1 +c2x2)⊂ (x2,(x1−a)(x1 +a)), which is the case only ifc1 = 0.
In particular, thex1-axis is the only line inA2 that contains SpecC[x1,x2]/(x2,x2

1). One
can therefore think of this scheme as “the origin together with a tangent direction along the
x1-axis”.

x
1

x
2

Y
1

Y
2

x
1

x
2

Y
1

Y
2

−a a

=0a =0a

Example 5.2.4. Again letY1 = Spec(R/I1) andY2 = Spec(R/I2) be closed subschemes
of of the affine schemeX = SpecR. Note that for affine varieties the ideal of the union
of two closed subsets equals the intersection of their ideals (see exercise 1.4.1 (i)). So
scheme-theoretically we justdefinethe unionY1∪Y2 to be SpecR/(I1∩ I2).

The following lemma is the scheme-theoretic analogue of lemma 2.3.16.

Lemma 5.2.5. Let X= SpecR be an affine scheme, and let f∈ R. Then the distinguished
open subset Xf is the affine schemeSpecRf .

Proof. Note that bothXf and SpecRf have the description{p ∈ X ; f /∈ p}. So it only
remains to be checked that the structure sheaves onXf and SpecRf agree. Now letg∈ R
and consider the distinguished open subsetXf g = (SpecRf )g. By proposition 5.1.12 (ii)
we have

OXf (Xf g) = OX(Xf g) = Rf g

and OSpecRf ((SpecRf )g) = (Rf )g = Rf g.

So the rings of regular functions are the same forXf and SpecRf on every distinguished
open subset. But every open subset is the intersection of such distinguished opens, so the
rings of regular functions must be the same on every open subset. �

5.3. Schemes and prevarieties.Having defined affine schemes and their morphisms, we
can now define schemes as objects that look locally like affine schemes — this is in parallel
to the definition 2.4.1 of prevarieties.

Definition 5.3.1. A schemeis a locally ringed space(X,OX) that can be covered by open
subsetsUi ⊂ X such that(Ui ,OX|Ui ) is isomorphic to an affine scheme SpecRi for all i. A
morphism of schemes is a morphism as locally ringed spaces.

Remark5.3.2. From the point of view of prevarieties, it would seem more natural to call
the objects defined above preschemes, and then say that a scheme is a prescheme having
the “Hausdorff” property, i.e. a prescheme with closed diagonal (see definition 2.5.1 and
lemma 2.5.3). This is in fact the terminology of [M1], but nowadays everyone seems to
adopt the definition that we gave above, and then say that a scheme having the “Hausdorff
property” is aseparatedscheme.

From our definitions we see that prevarieties are in a sense special cases of schemes
— if we have an affine varietyX = Z(I) ⊂ An with I ⊂ k[x1, . . . ,xn] an ideal, the scheme
SpecA(X) corresponds toX (whereA(X) = k[x1, . . . ,xn] is the coordinate ring ofX); and
any glueing along isomorphic open subsets that can be done in the category of prevarieties
can be done equally well for the corresponding schemes. Hence we would like to say that
every prevariety is a scheme. In the strict sense of the word this is not quite true however,
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because the topological space of a scheme contains a point for every irreducible closed
subset, whereas the topological space of a prevariety consists only of the geometric points
in the classical sense (i.e. the closed points). But of course there is a natural way to consider
every prevariety as a scheme, by throwing in additional generic points for every irreducible
closed subset. We give the precise statement and leave its proof as an exercise:

Proposition 5.3.3. Let k be an algebraically closed field, and let X be a prevariety over
k. Let Xsch be the space of all non-empty closed irreducible subsets of X. Then Xsch is a
scheme in a natural way. The open subsets of X correspond bijectively to the open subsets
of Xsch, and for every open subset U of X (which can then also be considered as an open
subset of Xsch) we haveOXsch(U) = OX(U). Every morphism X→Y of prevarieties over k
extends to a morphism Xsch→Ysch of schemes in a natural way.

Let us now investigate the properties of schemes that arise from prevarieties in this way.
As we have mentioned already, the glueing of schemes from affine schemes is exactly the
same as that of prevarieties from varieties. Hence the special properties of schemes that
come from prevarieties can already be seen on the level of affine schemes. We have also
seen above that in an affine scheme SpecR the ringRcorresponds to what is the coordinate
ring A(X) of an affine variety. Moreover we know by remark 2.3.14 that the coordinate
ring of an affine variety is a finitely generatedk-algebra that is a domain. So we have to
write down conditions on a scheme that reflect the property that its local patches SpecR
are not made from arbitrary rings, but rather from finitely generatedk-algebras that are
domains.

Definition 5.3.4. Let Y be a scheme. Ascheme overY is a schemeX together with a
morphismX → Y. A morphism of schemesX1, X2 over Y is a morphism of schemes
X1→ X2 such that

X1 //

��@
@@

@@
@@

X2

��~~
~~

~~
~

Y

commutes. IfR is a ring, a scheme overR is a scheme over SpecR.

A schemeX overY is said to beof finite type overY if there is a covering ofY by open
affine subsetsVi = SpecBi such thatf−1(Vi) can be covered by finitely many open affines
Ui, j = SpecAi, j , where eachAi, j is a finitely generatedBi-algebra. In particular, a scheme
X over a fieldk is of finite type overk if it can be covered by finitely many open affines
Ui = SpecAi , where eachAi is a finitely generatedk-algebra.

A schemeX is calledreduced if the ringsOX(U) have no nilpotent elements for all
open subsetsU ⊂ X.

Now it is obvious what these conditions mean for an affine scheme SpecR:

• SpecR is a scheme overk if and only if we are given a morphismk→ R, i.e. if R
is ak-algebra. Moreover, a morphism SpecR→SpecSis a morphism of schemes
overk if and only if the corresponding ring homomorphismS→R is a morphism
of k-algebras.
• SpecR is of finite type overk if and only if R is a finitely generatedk-algebra.
• SpecR is reduced and irreducible if and only iff ·g = 0 in R implies f = 0 or

g= 0, i.e. if and only ifR is a domain. To see this, assume thatf ·g= 0, but f 6= 0
andg 6= 0. If f andg are the same up to a power, thenR is not nilpotent-free,
so SpecR is not reduced. Otherwise, we get a decomposition of SpecR into two
proper closed subsetsZ( f ) andZ(g), so SpecR is not irreducible.
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As glueing affine patches is allowed for varieties in the same way as for schemes, we get
the following result:

Proposition 5.3.5.Let k be an algebraically closed field. There is a one-to-one correspon-
dence between prevarieties over k (and their morphisms) and reduced, irreducible schemes
of finite type over k (and their morphisms).

Hence, from now on a prevariety overk will mean a reduced and irreducible scheme of
finite type overk.

Remark5.3.6. As in the case of prevarieties, schemes and morphisms of schemes can
(almost by definition) be glued together. As for glueing schemes lemma 2.4.7 holds in
the same way (except that one may now also glue infinitely many patchesXi , and the
isomorphic open subsetsUi, j ⊂ Xi andU j,i ⊂ Xj can be empty, which might give rise to
disconnected schemes). A morphism from the glued schemeX to some schemeY can then
be given by giving morphismsXi →Y that are compatible on the overlaps in the obvious
sense.

The following generalization of proposition 5.2.2 is an application of these glueing
techniques.

Proposition 5.3.7. Let X be any scheme, and let Y= SpecR be an affine scheme. Then
there is a one-to-one correspondence between morphisms X→Y and ring homomorphisms
R= OY(Y)→ OX(X).

Proof. Let {Ui} be an open affine cover ofX, and let{Ui, j,k} be an open affine cover
of Ui ∩U j . Then by remark 5.3.6 giving a morphismf : X → Y is the same as giving
morphismsfi : Ui →Y such thatfi and f j agree onUi ∩U j , i.e. such thatfi |Ui, j,k = f j |Ui, j,k

for all i, j,k. But as theUi andUi, j,k are affine, by proposition 5.2.2 the morphismsfi
and fi |Ui, j,k correspond exactly to ring homomorphismsOY(Y)→ OUi (Ui) = OX(Ui) and
OY(Y)→OUi, j,k(Ui, j,k) = OX(Ui, j,k), respectively. Hence a morphismf : X→Y is the same
as a collection of ring homomorphismsf ∗i : OY(Y)→ OX(Ui) such that the compositions
ρUi ,Ui, j,k ◦ f ∗i : OY(Y) → OX(Ui, j,k) and ρU j ,Ui, j,k ◦ f ∗j : OY(Y) → OX(Ui, j,k) agree for all
i, j,k. But by the sheaf axiom forOX, this is exactly the data of a ring homomorphism
OY(Y)→ OX(X). �

Remark5.3.8. By the above proposition, every schemeX admits a unique morphism to
SpecZ, determined by the natural mapZ→ OX(X). More explicitly, on points this map
is given by associating to every pointP∈ X the characteristic of its residue fieldk(P). In
particular, ifX is a scheme overC (or any ground field of characteristic 0 for that matter)
then the morphismX→ SpecZ maps every point to the zero ideal(0).

5.4. Fiber products. In example 2.3.9 and exercise 2.6.13 we defined the productX×Y
for two given prevarietiesX andY by giving the product setX×Y a suitable structure
of a ringed space. The idea of this construction was that the coordinate ringA(X×Y)
should beA(X)⊗A(Y) if X andY are affine (see remark 2.3.13), and then to globalize this
construction by glueing techniques. The characteristic property of the productX×Y was
that giving a morphism to it is equivalent to giving a morphism toX and a morphism toY
(see lemma 2.3.11 and exercise 2.6.13).

Now we want to do the same thing for schemes. More generally, ifX andY are two
schemesover a third scheme S(i.e. if morphismsf : X→ Sandg : Y→ Sare given) we
want to construct the so-called fiber productX×SY, that should näıvely correspond to
the points(x,y) ∈ X×Y such thatf (x) = g(y). As in the case of prevarieties this will be
done by first constructing this product in the affine case, and then glueing these products
together to obtain the fiber product of general schemes. We start by defining fiber products
using the characteristic property mentioned above.
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Definition 5.4.1. Let f : X→ Sandg : Y→ Sbe morphisms of schemes. We define the
fiber product X×SY to be a scheme together with “projection” morphismsπX : X×SY→
X and πY : X×SY → Y such that the square in the following diagram commutes, and
such that for any schemeZ and morphismsZ→ X and Z→ Y making a commutative
diagram withf andg there is a unique morphismZ→ X×SY making the whole diagram
commutative:

Z

%%""

��

X×SY πY
//

πX

��

Y

g

��
X

f
// S

Let us first show that the fiber product is uniquely determined by this property:

Lemma 5.4.2. The fiber product X×SY is unique if it exists. (In other words, if F1 and
F2 are two fiber products satisfying the above characteristic property, then F1 and F2 are
canonically isomorphic.)

Proof. Let F1 and F2 be two fiber products satisfying the characteristic property of the
definition. In particular,F2 comes together with morphisms toX andY. As F1 is a fiber
product, we get a morphismϕ : F2→ F1

F2

##
ϕ

��

��

F1 //

��

Y

g

��
X

f
// S

so that this diagram commutes. By symmetry, we get a morphismψ : F1→ F2 as well. The
diagram

F1

##
ϕ◦ψ

��

��

F1 //

��

Y

g

��
X

f
// S

is then commutative by construction. But the same diagram is commutative too if we
replaceϕ ◦ψ by the identity morphism. So by the uniqueness part of the definition of a
fiber product it follows thatϕ ◦ψ is the identity. Of courseψ ◦ϕ is then also the identity
by symmetry. SoF1 andF2 are canonically isomorphic. �

Remark5.4.3. The following two properties of fiber products are easily seen from the
definition:
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(i) If S⊂U is an open subset, thenX×SY = X×U Y (morphisms from anyZ to X
andY commuting with f andg are then the same regardless of whether the base
scheme isSor U).

(ii) If U ⊂ X andV ⊂Y are open subsets, then the fiber product

U×SV = π−1
X (U)∩π−1

Y (V)⊂ X×SY

is an open subset of the total fiber productX×SY.

Now we want to show that fiber products always exist. We have already mentioned
that in the affine case, fiber products should correspond to tensor products in commutative
algebra. So let us define the corresponding tensor products first.

Definition 5.4.4. Let R be a ring, and letM andN beR-modules. For everym∈ M and
n ∈ N let m⊗ n be a formal symbol. We letF be the “freeR-module generated by the
symbolsm⊗n”, i.e. F is theR-module of formalfinite linear combinations

F =
{
∑
i

r i(mi⊗ni) ; r i ∈ R,mi ∈M,ni ∈ N
}
.

Now we define thetensor product M⊗R N of M andN over R to be theR-moduleF
modulo the relations

(m1 +m2)⊗n = m1⊗n+m2⊗n,

m⊗ (n1 +n2) = m⊗n1 +m⊗n2,

r(m⊗n) = (rm)⊗n = m⊗ (rn)

for all m,mi ∈M, n,ni ∈ N, andr ∈ R. Obviously,M⊗RN is anR-module as well.

Example 5.4.5.

(i) Let k be a field. Thenk[x]⊗k k[y] = k[x,y], where the isomorphism is given by

k[x]⊗k k[y]→ k[x,y], f (x)⊗g(y) 7→ f (x) ·g(y)

and

k[x,y]→ k[x]⊗k k[y], ∑
i, j

ai, jx
iy j 7→∑

i, j
ai, j(xi⊗y j).

(ii) Let R be a ring, and letI1 andI2 be ideals. ThenR/I1 andR/I2 areR-modules,
and we haveR/I1⊗RR/I2 = R/(I1 + I2). In fact, the isomorphism is given by

R/I1⊗RR/I2→ R/(I1 + I2), r1⊗ r2 7→ r1 · r2

and

R/(I1 + I2)→ R/I1⊗RR/I2, r 7→ r(1⊗1) = (r⊗1) = (1⊗ r).

(iii) If M is anyR-module, thenM⊗RR= R⊗RM = M.

Remark5.4.6. It is easy to see that the tensor product of modules satisfies the following
characteristic property (which is exactly the same as that of definition 5.4.1, just with all
the arrows reversed):

Let R, M, andN be rings, and assume that we are given ring homomorphismsf : R→M
andg : R→ N (that makeM andN into R-modules). Then for every ringA and homomor-
phismsM→ A andN→ A making a commutative diagram withf andg there is a unique
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ring homomorphismM⊗RN→ A making the whole diagram commutative:

A

M⊗RN

bb

Noo

ll

M

OO

UU

R
f

oo

g

OO

whereM→M⊗RN andN→M⊗RN are the obvious mapsm 7→m⊗1 andn 7→ 1⊗n. In
fact, if a : M→ A andb : N→ A are the two ring homomorphisms, thenM⊗R N→ A is
given bym⊗n 7→ a(m) ·b(n).

Using the tensor product of modules, we can now construct the fiber product of schemes.

Lemma 5.4.7. Let f : X→S and g: Y→S be morphisms of schemes. Then there is a fiber
product X×SY.

Proof. First assume thatX, Y, andSare affine schemes, soX = SpecM, Y = SpecN, and
S= SpecR. The morphismsX→ SandY→ SmakeM andN into R-modules by propo-
sition 5.2.2. We claim that Spec(M⊗R N) is the fiber productX×SY. Indeed, giving a
morphismZ→Spec(M⊗RN) is the same as giving a homomorphismM⊗RN→OZ(Z) by
proposition 5.3.7. By remark 5.4.6, this is the same as giving homomorphismsM→OZ(Z)
andN→ OZ(Z) that induce the same homomorphism onR, which again by proposition
5.3.7 is the same as giving morphismsZ→ X andZ→Y that give rise to the same mor-
phism fromZ→ S. Hence Spec(M⊗RN) is the desired product.

Now letX, Y andSbe general schemes. CoverSby open affinesSi , then coverf−1(Si)
andg−1(Si) by open affinesXi, j andYi,k, respectively. Consider the fiber productsXi, j ×Si

Yi,k that exist by the above tensor product construction. Note that by remark 5.4.3 (i) these
will then be fiber products overSas well. Now if we have another such productXi′, j ′ ×S

Yi′,k′ , both of them will contain the (unique) fiber product(Xi, j ∩Xi′, j ′)×S(Yi,k∩Yi′,k′) as
an open subset by remark 5.4.3 (ii), hence they can be glued along these isomorphic open
subsets. It is obvious that the final schemeX×SY obtained by glueing the patches satisfies
the defining property of a fiber product. �

Example 5.4.8. Let X andY be prevarieties over a fieldk. Then the scheme-theoretic
fiber productX×SpeckY is just the product prevarietyX×Y considered earlier. In fact, this
follows from remark 2.3.13 in the affine case, and the glueing is done in the same way for
prevarieties and schemes.

Consequently, we will still use the notationX×Y to denote the fiber productX×SpeckY
over Speck. Note however that for general schemesX andY one also often definesX×Y
to beX×SpecZ Y (see remark 5.3.8). For schemes overk, X×Speck Y andX×SpecZ Y will
in general be different (see exercise 5.6.10), so one has to make clear what is meant by the
notationX×Y.

Example 5.4.9. Let Y1→ X andY2→ X be morphisms of schemes that are “inclusion
morphisms”, i.e. theYi might be open subsets ofX, or closed subschemes as in example
5.2.3. Then ThenY1×X Y2 is defined to be the intersection scheme ofY1 andY2 in X and is
usually writtenY1∩Y2. For example, ifX = SpecR, Y1 = SpecR/I1, andY2 = SpecR/I2 as
in example 5.2.3, thenY1∩Y2 is SpecR/(I1 + I2), which is consistent with example 5.4.5
(ii).
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Example 5.4.10.LetY be a scheme, and letP∈Y be a point. Letk = k(P) be the residue
field of P. Then there is a natural morphism Speck→ Y that maps the unique point of
Speck to P and pulls back a sectionϕ ∈ OY(U) (with P∈U) to the element ink(P) deter-
mined by the composition of mapsOY(U)→ OY,P→ k(P).

Now letX→Y be a morphism. Then the fiber productX×Y Speck (with the morphism
Speck→Y constructed above) is called the inverse image orfiber of X→Y over the point
P∈Y (hence the name “fiber product”).

As an example, consider the morphismX = A1
C→Y = A1

C given byx 7→ y = x2. Over
the point 0∈Y the fiber is then Spec(C[x]⊗C[y] C), where the maps are given byy∈C[y] 7→
x2 ∈C[x] andy∈C[y] 7→ 0∈C. This tensor product is equal toC[x]/(x2), so the fiber over
0 is the double point SpecC[x]/(x2); it is a non-reduced scheme and therefore different
from the set-theoretic inverse image of 0 as defined earlier for prevarieties.

Y
00

X

Example 5.4.11.Continuing the above example, one might want to think of a morphism
X → Y as some sort of fibered object, giving a schemeX×Y Speck(P) for every point
P ∈ Y. (This is analogous to fibered objects in topology.) Now letf : Y′ → Y be any
morphism. Then the fiber productX′ = X×Y Y′ has a natural projection morphism toY′,
and its fiber over a pointP∈Y′ is equal to the fiber ofX→Y over the pointP∈Y. This
is usually called abase extensionof the morphismX → Y. (It corresponds to e.g. the
pull-back of a vector bundle in topology.)

Y

XX

Y´

´

5.5. Projective schemes.We know that projective varieties are a special important class
of varieties that are not affine, but still can be described globally without using glueing
techniques. They arise from looking athomogeneousideals, i.e. graded coordinate rings.
A completely analogous construction exists in the category of schemes, starting with a
graded ring and looking at homogeneous ideals in it.

Definition 5.5.1. Let Rbe agraded ring (think of the homogeneous coordinate ringS(X)
of a projective varietyX), i.e. a ring together with a decompositionR =

L
d≥0R(d) into

abelian groups such thatR(d) ·R(e) ⊂R(d+e). An element ofR(d) is called homogeneous of
degreed. An ideal I ⊂ R is called homogeneous if it can be generated by homogeneous
elements. LetR+ be the ideal

L
d>0R(d).

We define the set ProjR to be the set of all homogeneous prime idealsp⊂Rwith R+ 6⊂ p
(compare this to theorem 3.2.6;R+ corresponds to the “irrelevant ideal”(x0, . . . ,xn) ⊂
k[x0, . . . ,xn]). If I ⊂ R is a homogeneous ideal, we defineZ(I) = {p ∈ ProjR ; p⊃ I} to be
thezero locusof I .
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The proof of the following lemma is the same as in the case of affine or projective
varieties:

Lemma 5.5.2. Let R be a graded ring.

(i) If {Ii} is a family of homogeneous ideals of R then
T

i Z(Ii) = Z(∑i Ii)⊂ ProjR.
(ii) If I1, I2⊂ R are homogeneous ideals then Z(I1)∪Z(I2) = Z(I1I2)⊂ ProjR.

In particular, we can define a topology on ProjR by taking the subsets of the formZ(I)
for someI to be the closed sets. Of course, the next thing to do is to define a structure of
(locally) ringed space on ProjR. This is in complete analogy to the affine case.

Next we have to define the rings of regular functions on ProjR. This is a mixture of the
case of affine schemes and projective varieties. We will more or less copy definition 5.1.11
for affine schemes, keeping in mind that in the projective (i.e. homogeneous) case our
functions should locally be quotients ofhomogeneouselements ofR of the same degree.

Definition 5.5.3. Let Rbe a graded ring, and letX = ProjR. For everyp ∈ ProjR, let

R(p) =
{

f
g

; g /∈ p and f ,g∈ R(d) for somed

}
be the ring of degree zero elements of the localization ofRwith respect to the multiplicative
system of all homogeneous elements ofR that are not inp. (Of course, this will correspond
to the local ring at the pointp, see proposition 5.5.4 below.)

Now for every open subsetU ⊂ X we defineOX(U) to be

OX(U) := {ϕ = (ϕp)p∈U with ϕp ∈ R(p) for all p ∈U

such that “ϕ is locally of the form f
g for f ,g∈ R(d) for somed”}

= {ϕ = (ϕp)p∈U with ϕp ∈ R(p) for all p ∈U

such that for everyp ∈U there is a neighborhoodV in U and f ,g∈ R(d)

for somed with g /∈ q andϕq = f
g ∈ R(q) for all q ∈V.}

It is clear from the local nature of the definition ofOX(U) thatOX is a sheaf.

Proposition 5.5.4. Let R be a graded ring.

(i) For everyp ∈ ProjR the stalkOX,p is isomorphic to the local ring R(p).
(ii) For every homogeneous f∈ R+, let Xf ⊂ X be the distinguished open subset

Xf := X\Z( f ) = {p ∈ ProjR ; f /∈ p}.

These open sets cover X, and for each such open set we have an isomorphism of
locally ringed spaces(Xf ,OX|Xf )∼= SpecR( f ), where

R( f ) =
{

g
f r ; g∈ R(r·degf )

}
is the ring of elements of degree zero in the localized ring Rf .

In particular, ProjR is a scheme.

Proof. (i): There is a well-defined homomorphism

OX,p→ R(p), (U,ϕ) 7→ ϕ(p).

The proof that this is an isomorphism is the same as in the affine case (see proposition
5.1.12 (i).

(ii): Let p ∈ X be a point. By definition,R+ 6⊂ p, so there is af ∈ R+ with f /∈ p. But
thenp ∈ Xf ; hence the open subsets of the formXf coverX.
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Now fix f ∈ R+; we will define an isomorphismψ : Xf → SpecR( f ). For any homoge-
neous idealI ⊂ R, setψ(I) := (I Rf )∩R( f ). In particular, restricting this to prime ideals
gives a map of setsXf → SpecR( f ), which is easily seen to be a bijection. Moreover,
if I ⊂ R is any ideal thenψ(p) ⊃ ψ(I) if and only if p ⊃ I , so ψ : Xf → SpecR( f ) is a
homeomorphism. Note also that forp ∈ Xf the local rings

OProjR,p = R(p) =
{g

h
; g andh homogeneous of the same degree,h /∈ p

}
and

OSpecR( f ),ψ(p) = (R( f ))ψ(p)

=
{

g/ f r

h/ f s ; g andh homogeneous of degreesr ·degf ands·degf , h /∈ p

}
are isomorphic forf /∈ p. This gives rise to isomorphisms between the rings of regular
functionsOXf (U) andOSpecR( f )(U) (as they are by definition made up of the local rings).

�

Example 5.5.5. If k is an algebraically closed field, then by construction Projk[x0, . . . ,xn]
is the scheme that corresponds to projectiven-spacePn

k overk. More generally, the scheme
associated to a projective varietyX is just ProjS(X), whereS(X) = k[x0, . . . ,xn]/I(X) is
the homogeneous coordinate ring ofX.

Of course, scheme-theoretically we can now also consider schemes that are of the form
Projk[x0, . . . ,xn]/I whereI is any homogeneous ideal of the polynomial ring. This allows
projective “subschemes ofPn” that are not necessarily irreducible or reduced. Let us turn
this into a definition.

Definition 5.5.6. Let k be an algebraically closed field. Aprojective subschemeof Pn
k is

a scheme of the form Projk[x0, . . . ,xn]/I for some homogeneous idealI .

As mentioned above, every projective variety is a projective subscheme ofPn. However,
the category of projective subschemes ofPn is bigger because it contains schemes that are
reducible (e.g. the union of the coordinate axes in the plane Projk[x0,x1,x2]/(x1x2)) or
non-reduced (e.g. the double point Projk[x0,x1]/(x2

1)).
As in the case of projective varieties, we now want to make precise the relation be-

tween projective subschemes ofPn and homogeneous ideals ink[x0, . . . ,xn]. Note that the
existence of the irrelevant ideal(x0, . . . ,xn) implies that this correspondence is not one-to-
one: the example Projk[x0, . . . ,xn]/( f ) = Projk[x0, . . . ,xn]/( f x0, . . . , f xn) of remark 3.1.11
works for schemes as well.

Definition 5.5.7. Let I ⊂ S= k[x0, . . . ,xn] be a homogeneous ideal. Thesaturation Ī of I
is defined to be

Ī = {s∈ S; xm
i ·s∈ I for somem and alli}.

Example 5.5.8. If I = ( f x0, . . . , f xn) then Ī = ( f ). So in this case the saturation removes
the ambiguity of the ideal associated to a projective subscheme ofPn. We will now show
that this is true in general:

Lemma 5.5.9. Let I,J⊂ S= k[x0, . . . ,xn] be homogeneous ideals. Then

(i) Ī is a homogeneous ideal.
(ii) ProjS/I = ProjS/Ī.

(iii) Proj S/Ī = ProjS/J̄ if and only ifĪ = J̄.
(iv) I (d) = Ī (d) for d� 0. Here and in the following we say that a statement holds

for d� 0 if and only if it holds for large enough d, i.e. if and only if there is a
number D≥ 0 such that the statement holds for all d≥ D.
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Proof. (i): Let s∈ Ī any (possibly non-homogeneous) element. Then by definitionxm
i ·s∈ I

for somem and all i. As I is homogeneous, it follows that the graded piecesxm
i · s(d) are

in I as well for alld. Therefore, by definition, it follows thats(d) ∈ Ī for all i. HenceĪ is
homogeneous.

(ii): As the open affinesUi := {xi 6= 0} ⊂ Pn coverPn, it suffices to show thatUi ∩
ProjS/I = Ui ∩ProjS/Ī . But this is obvious asI |xi=1 = Īxi=1.

(iii): The direction “⇒” is trivial. For “⇐” it suffices to show that the saturated ideal
Ī can be recovered from the projective schemeX = ProjS/Ī alone. Thinking of projective
varieties,Ī should just be “the idealI(X) of X”, i.e. the ideal of functions vanishing onX.
Now the elements ofSdo not define functions onX, but after setting onexi equal to 1 they
do define functions onX∩Ui . Hence we can recover̄I from X as

Ī = {s∈ S; s|xi=1 = 0 onX∩Ui for all i}
(note that the right hand side depends only on the schemeX and not on its representation
as ProjS/I for a certainI .

(iv): The inclusionI (d) ⊂ Ī (d) is obvious (for alld) asI ⊂ Ī . So we only have to show
that Ī (d) ⊂ I (d) for d� 0.

First of all note that̄I is finitely generated; letf1, . . . , fm be (homogeneous) generators.
Let D1 be the maximum degree of thefi . Next, by definition of̄I there is a numberD2 such
thatxd

j · fi ∈ I for all 0≤ j ≤ n, 1≤ i ≤m, andd≥ D2. SetD = D1 +(n+1)D2.

Now let f ∈ Ī (d) be any homogeneous element in the saturation of degreed ≥ D. We
can write f as∑i ai fi , with theai homogeneous of degree at least(n+1)D2. This degree
bound implies that every monomial ofai contains at least onex j with a power of at least
D2. But then this power multiplied withfi lies in I by construction. So it follows that
ai fi ∈ I for all i, and thereforef ∈ I (d). �

Definition 5.5.10. If X is a projective subscheme ofPn, we let I(X) be the saturation
of any idealI ⊂ k[x0, . . . ,xn] such thatX = Projk[x0, . . . ,xn]/I . (This is well-defined by
lemma 5.5.9 (iii) and generalizes the notion of the ideal of a projective variety to projective
subschemes ofPn.) We defineS(X) to bek[x0, . . . ,xn]/I(X). As usual, we callI(X) the
ideal ofX andS(X) the homogeneous coordinate ring ofX.

Corollary 5.5.11. There is a one-to-one correspondence between projective subschemes
of Pn

k and saturated homogeneous ideals in k[x0, . . . ,xn], given by X7→ I(X) and I 7→
Projk[x0, . . . ,xn]/I.

5.6. Exercises.

Exercise 5.6.1.Find all closed points of thereal affine planeA2
R. What are their residue

fields?

Exercise 5.6.2.Let f (x,y) = y2− x2− x3. Describe the affine schemeX = SpecR/( f )
set-theoretically for the following ringsR:

(i) R= C[x,y] (the standard polynomial ring),
(ii) R= C[x,y](x,y) (the localization of the polynomial ring at the origin),

(iii) R= C[[x,y]] (the ring of formal power series).

Interpret the results geometrically. In which of the three cases isX irreducible?

Exercise 5.6.3.For each of these cases below give an example of an affine schemeX with
that property, or prove that such anX does not exist:

(i) X has infinitely many points, and dimX = 0.
(ii) X has exactly one point, and dimX = 1.

(iii) X has exactly two points, and dimX = 1.
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(iv) X = SpecRwith R⊂ C[x], and dimX = 2.

Exercise 5.6.4.Let X be a scheme, and letY be an irreducible closed subset ofX. If ηY

is the generic point ofY, we writeOX,Y for the stalkOX,ηY . Show thatOX,Y is “the ring
of rational functions onX that are regular at a general point ofY”, i.e. it is isomorphic to
the ring of equivalence classes of pairs(U,ϕ), whereU ⊂ X is open withU ∩Y 6= /0 and
ϕ ∈ OX(U), and where two such pairs(U,ϕ) and(U ′,ϕ′) are called equivalent if there is
an open subsetV ⊂U ∩U ′ with V ∩Y 6= /0 such thatϕ|V = ϕ|V ′ .

(In particular, ifX is a scheme that is a variety, thenOX,ηX is the function field ofX
as defined earlier. Hence the stalks of the structure sheaf of a scheme generalize both the
concepts of the local rings and the function field of a variety.)

Exercise 5.6.5.Let X be a scheme of finite type over an algebraically closed fieldk. Show
that the closed points ofX are dense in every closed subset ofX. Conversely, give an
example of a schemeX such that the closed points ofX are not dense inX.

Exercise 5.6.6.Let X = {(x,y,z) ∈ C3 ; xy= xz= yz= 0} be the union of the three coor-
dinate lines inC3. Let Y = {(x,y) ∈ C2 ; xy(x−y) = 0} be the union of three concurrent
lines inC2.

Are X andY isomorphic as schemes? (Hint: Define and compute the tangent spaces of
X andY at the origin.)

Exercise 5.6.7.Let X ⊂ P3 the complex cubic surface

X = {(x0 : x1 : x2 : x3) ; x3
0 = x1x2x3}.

(i) Show thatX is singular.
(ii) Let M⊂G(1,3) be the subset of the Grassmannian of lines inP3 that corresponds

to all lines inP3 that lie in X. By writing down explicit equations forM, show
thatM has the structure of a scheme in a natural way.

(iii) Show that the schemeM contains exactly 3 points, but that it has length 27 over
C, i.e. it is of the formM = SpecRwith Ra 27-dimensionalC-algebra. Hence in
a certain sense we can say that even the singular cubic surfaceX contains exactly
27 lines, if we count the lines with their correct multiplicities.

Exercise 5.6.8.Let k be an algebraically closed field. Ann-fold point (overk) is a scheme
of the form X = SpecR such thatX has only one point andR is a k-algebra of vector
space dimensionn overk (i.e.X has lengthn). Show that every double point is isomorphic
to Speck[x]/(x2). On the other hand, find two non-isomorphic triple points overk, and
describe them geometrically.

Exercise 5.6.9.Show that for a schemeX the following are equivalent:

(i) X is reduced, i.e. for every open subsetU ⊂ X the ringOX(U) has no nilpotent
elements.

(ii) For any open subsetUi of an open affine cover{Ui} of X, the ringOX(Ui) has no
nilpotent elements.

(iii) For every pointP∈ X the local ringOX,P has no nilpotent elements.

Exercise 5.6.10.Show thatA2
C � A1

C×SpecZ A1
C.

Exercise 5.6.11.Let X = Z(x2
1x2 + x1x2

2x3) ⊂ A3
C, and denote byπi the projection to the

i-th coordinate. Compute the scheme-theoretic fibersXxi=a = π−1
i (a) for all a ∈ C, and

determine the set of isomorphism classes of these schemes.

Exercise 5.6.12.Let X be a prevariety over an algebraically closed fieldk, and letP∈X be
a (closed) point ofX. Let D = Speck[x]/(x2) be the “double point”. Show that the tangent
spaceTX,P to X at P can be canonically identified with the set of morphismsD→ X that
map the unique point ofD to P.
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(In particular, this gives thesetof morphismsD→ X with fixed image pointP∈ X the
structure of a vector space overk. Can you see directly how to add two such morphisms,
and how to multiply them with a scalar ink ?)

Exercise 5.6.13.Let X be an affine variety, letY be a closed subscheme ofX defined by
the idealI ⊂ A(X), and letX̃ be the blow-up ofX at I . Show that:

(i) X̃ = Proj(
L

d≥0 Id), where we setI0 := A(X).
(ii) The projection mapX̃→ X is the morphism induced by the ring homomorphism

I0→
L

d≥0 Id.
(iii) The exceptional divisor of the blow-up, i.e. the fiberY×X X̃ of the blow-upX̃→X

overY, is isomorphic to Proj(
L

d≥0 Id/Id+1).

Exercise 5.6.14.Let X = SpecRandY = SpecSbe affine schemes. Show that the disjoint
unionXtY is an affine scheme with

XtY = Spec(R×S),

where as usualR×S= {(r,s) ; r ∈ R,s∈ S} (with addition and multiplication defined
componentwise).
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6. FIRST APPLICATIONS OF SCHEME THEORY

To every projective subscheme of Pn
k we associate the Hilbert function hX : Z→

Z, d 7→ dimk S(X)(d). For large d the Hilbert function is a polynomial in d of degree
dimX, the so-called Hilbert polynomial χX .

We define (dimX)! times the leading coefficient of χX to be the degree of X;
this is always a positive integer. For zero-dimensional schemes the degree is just the
number of points in X counted with their scheme-theoretic multiplicities. The degree
is additive for unions of equidimensional schemes and multiplicative for intersections
with hypersurfaces (Bézout’s theorem).

We give some elementary applications of Bézout’s theorem for plane curves.
Among others, we give upper bounds for the numbers of singularities of a plane
curve and the numbers of loops of a realplane curve.

A divisor on a curve C is just a formal linear combination of points on C with
integer coefficients. To every polynomial or rational function on C we can associate
a divisor, namely the divisor of “zeros minus poles” of the polynomial or function.
The group of all divisors modulo the subgroup of divisors of rational functions is
called the Picard group PicC of C.

We show that the degree-0 part of PicC is trivial for C= P1, whereas it is bijective
to C itself if C is a smooth plane cubic curve. This defines a group structure on such
cubic curves that can also be interpreted geometrically. In complex analysis, plane
cubic curves appear as complex tori of the form C/Λ, where Λ is a rank-2 lattice in
C.

Finally, we give a short outlook to the important parts of algebraic geometry that
have not been covered yet in this class.

6.1. Hilbert polynomials. In this section we will restrict our attention to projective sub-
schemes ofPn over some fixed algebraically closed field. Let us start by defining some
numerical invariants associated to a projective subscheme ofPn.

Definition 6.1.1. Let X be a projective subscheme ofPn
k. Note that the homogeneous coor-

dinate ringS(X) is a graded ring, and that each graded partS(X)(d) is a finite-dimensional
vector space overk. We define theHilbert function of X to be the function

hX : Z→ Z

d 7→ hX(d) := dimk S(X)(d).

(Note that we trivially havehX(d) = 0 for d < 0 andhX(d)≥ 0 for d≥ 0, so we will often
considerhX as a functionhX : N→ N.)

Example 6.1.2. Let X = Pn be projective space itself. ThenS(X) = k[x0, . . . ,xn], so the
Hilbert functionhX(d) =

(d+n
n

)
is just the number of degree-d monomials inn+1 variables

x0, . . . ,xn. In particular, note thathX(d) = (d+n)(d+n−1)···(d+1)
n! is a polynomial ind of degree

n with leading coefficient1n! (compare this to proposition 6.1.5).

Example 6.1.3.Let us now consider some examples of zero-dimensional schemes.

(i) Let X = {(1 : 0),(0 : 1)} ⊂ P1 be two points inP1. ThenI(X) = (x0x1). So a
basis ofS(X)(d) is given by{1} for d = 0, and{xd

0,x
d
1} for d > 0. We conclude

that

hX(d) =

{
1 for d = 0,

2 for d > 0.

(ii) Let X = {(1 : 0 : 0),(0 : 1 : 0),(0 : 0 : 1)} ⊂ P2 be three points inP2 that are not
on a line. ThenI(X) = (x0x1,x0x2,x1x2). So in the same way as in (i), a basis of
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S(X)(d) is given by{1} for d = 0 and{xd
0,x

d
1,x

d
2} for d > 0. Therefore

hX(d) =

{
1 for d = 0,

3 for d > 0.

(iii) Let X = {(1 : 0),(0 : 1),(1 : 1)} ⊂ P1 be threecollinear points. ThenI(X) =
(x0x1(x0−x1)). The relationx2

0x1 = x0x2
1 allows us to reduce the number ofx0 in

a monomialxi
0x j

1 provided thati ≥ 2 and j ≥ 1. So a basis ofS(X)(d) is given by
{1} for d = 0, {x0,x1} for d = 1, and{xd

0,x0xd−1
1 ,xd

1} for d > 1. Hence

hX(d) =


1 for d = 0,

2 for d = 1,

3 for d > 1.

It is easy to see that we get the same result for three collinear points inP2. So
comparing this with (ii) we conclude that the Hilbert function does not only de-
pend on the schemeX up to isomorphism, but also on the way the scheme is
embedded into projective space.

(iv) Let X ⊂ P1 be the “double point” given by the idealI(X) = (x2
0). A basis of

S(X)(d) is given by{1} for d = 0 and{x0xd−1
1 ,xd

1} for d > 0, so it follows that

hX(d) =

{
1 for d = 0,

2 for d > 0.

just as in (i). So the double point “behaves like two separate points” for the Hilbert
function.

So we see that in these examples the Hilbert function becomes constant ford large enough,
whereas its initial values for smalld may be different. We will now show that this is what
happens in generalfor zero-dimensional schemes:

Lemma 6.1.4. Let X be a zero-dimensional projective subscheme ofPn. Then

(i) X is affine, so equal toSpecR for some k-algebra R.
(ii) This k-algebra R is a finite-dimensional vector space over k. Its dimension is

called the length of X and can be interpreted as the number of points in X
(counted with their scheme-theoretic multiplicities).

(iii) hX(d) = dimk R for d� 0. In particular, hX(d) is constant for large values of d.

Proof. (i): As X is zero-dimensional, we can find a hyperplane that does not intersectX.
ThenX = X\H is affine by proposition 5.5.4 (ii).

(ii): First assume thatX is irreducible, i.e. it consists of only one point (but may have
a non-trivial scheme structure). By a change of coordinates we can assume that this point
is the origin inAn. If X = Speck[x1, . . . ,xn]/I we then must have(x1, . . . ,xn) =

√
I by the

Nullstellensatz. It follows thatxd
i ∈ I for somed and alli. Consequently, every monomial

of degree at leastD := d ·n lies in I (as it must contain at least onexi with a power of at
leastd). In other words,k[x1, . . . ,xn]/I has a basis (as a vector space overk) of polynomials
of degree less thanD. But the space of such polynomials is finite-dimensional.

(iii): Note that I(X) is simply the homogenization ofI . Conversely,I is equal to
I(X)|x0=1. So ford≥ D an isomorphismS(d)→ Ras vector spaces overk is given by

(k[x0, . . . ,xn]/I(X))(d)→ k[x1, . . . ,xn]/I , f 7→ f |x0=1

and the inverse

k[x1, . . . ,xn]/I 7→ (k[x0, . . . ,xn]/I(X))(d), f 7→ f h ·xd−degf
0
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where f h denotes the homogenization of a polynomial as in exercise 3.5.3 (note that the
second map is well-defined ask[x1, . . . ,xn]/I has a basis of polynomials of degree less than
D). �

We will now discuss the Hilbert function of arbitrary projective subschemes ofPn (that
are not necessarily zero-dimensional).

Proposition 6.1.5. Let X be a (non-empty) m-dimensional projective subscheme ofPn.
Then there is a (unique) polynomialχX ∈ Z[d] such that hX(d) = χX(d) for d� 0. More-
over,

(i) The degree ofχX is m.
(ii) The leading coefficient ofχX is 1

m! times a positive integer.

Remark6.1.6. As the Hilbert polynomial is defined in terms of the Hilbert functionfor
large d, it suffices to look at the graded parts ofI(X) (or S(X)) for d� 0. So by lemma
5.5.9 (iv) we do not necessarily need to take thesaturatedideal ofX for the computation
of the Hilbert polynomial. We have as well that

χX(d) = dimk(k[x0, . . . ,xn]/I)(d) for d� 0

for anyhomogeneous idealI such thatX = Projk[x0, . . . ,xn]/I .

Proof. We will prove the proposition by induction on the dimensionm of X. The case
m = 0 follows from lemma 6.1.4, so let us assume thatm > 0. By a linear change of
coordinates we can assume that no component ofX lies in the hyperplaneH = {x0 = 0}.
Then there is an exact sequence of graded vector spaces overk

0−→ k[x0, . . . ,xn]/I(X)
·x0−→ k[x0, . . . ,xn]/I(X)−→ k[x0, . . . ,xn]/(I(X)+(x0))−→ 0.

(if the first map was not injective, there would be a homogeneous polynomialf such that
f /∈ I(X) but f x0 ∈ I(X). We would then haveX = (X∩Z( f ))∪ (X∩H). But as no irre-
ducible component lies inH by assumption, we must haveX = X∩Z( f ), in contradiction
to f /∈ I(X)). Taking thed-th graded part of this sequence (and using remark 6.1.6 for the
idealI(X)+(x0)), we get

hX∩H(d) = hX(d)−hX(d−1).

for larged. By the induction assumption,hX∩H(d) is a polynomial of degreem− 1 for
larged whose leading coefficient is 1

(m−1)! times a positive integer. We can therefore write

hX∩H(d) =
m−1

∑
i=0

ci

(
d
i

)
for d� 0

for some constantsci , wherecm−1 is a positive integer (note that
(d

i

)
is a polynomial of

degreei in d with leading coefficient1i! ). We claim that

hX(d) = c+
m−1

∑
i=0

ci

(
d+1
i +1

)
for d� 0

for somec∈ Z. In fact, this follows by induction ond, as

hX(d) = hX∩H(d)+hX(d−1)

=
m−1

∑
i=0

ci

(
d
i

)
+c+

m−1

∑
i=0

ci

(
d

i +1

)
= c+

m−1

∑
i=0

ci

(
d+1
i +1

)
.

�
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The statement of proposition 6.1.5 motivates the following definition:

Definition 6.1.7. Let X be a projective subscheme ofPn. ThedegreedegX of X is defined
to be(dimX)! times the leading coefficient of the Hilbert polynomialχX. (By proposition
6.1.5, this is a positive integer.)

Example 6.1.8.

(i) If X is a zero-dimensional scheme then degX is equal to the length ofX, i.e. to
“the number of points inX counted with their scheme-theoretic multiplicities”.

(ii) degPn = 1 by example 6.1.2.
(iii) Let X = Projk[x0, . . . ,xn]/( f ) be the zero locus of a homogeneous polynomial.

We claim that degX = degf . In fact, taking thed-th graded part ofS(X) =
k[x0, . . . ,xn]/ f ·k[x0, . . . ,xn] we get

hX(d) = dimk k[x0, . . . ,xn](d)−dimk k[x0, . . . ,xn](d−degf )

=
(

d+n
n

)
−

(
d−degf +n

n

)
=

1
n!

((d+n) · · ·(d+1)− (d−degf +n) · · ·(d−degf +1))

=
degf

(n−1)!
dn−1 + lower order terms.

Proposition 6.1.9. Let X1 and X2 be m-dimensional projective subschemes ofPn, and
assume thatdim(X1∩X2) < m. Thendeg(X1∪X2) = degX1 +degX2.

Proof. For simplicity of notation let us setS= k[x0, . . . ,xn]. Note that

X1∩X2 = ProjS/(I(X1)+ I(X2)) and X1∪X2 = ProjS/(I(X1)∩ I(X2)).

So from the exact sequence

0 → S/(I(X1)∩ I(X2)) → S/I(X1)⊕S/I(X2) → S/(I(X1)+ I(X2)) → 0

f 7→ ( f , f )

( f ,g) 7→ f −g

we conclude that
hX1(d)+hX2(d) = hX1∪X2(d)+hX1∩X2(d)

for larged. In particular, the same equation follows for the Hilbert polynomials. Compar-
ing only the leading (i.e.dm) coefficient we then get the desired result, since the degree of
χX1∩X2 is less thanm by assumption. �

Example 6.1.10.Let X be a projective subscheme ofPn. We call

g(X) := (−1)dimX · (χX(0)−1)

the (arithmetic) genus of X. The importance of this number comes from the following
two facts (that we unfortunately cannot prove yet with our current techniques):

(i) The genus ofX is independent of the projective embedding, i.e. ifX andY are iso-
morphic projective subschemes theng(X) = g(Y). See section 6.6.3 and exercise
10.6.8 for more details.

(ii) If X is a smooth curve overC, theng(X) is precisely the “topological genus”
introduced in example 0.1.1. (Compare for example the degree-genus formula of
example 0.1.3 with exercise 6.7.3 (ii).)

Remark6.1.11. In general, the explicit computation of the Hilbert polynomialhX of a
projective subschemeX = Projk[x0, . . . ,xn]/I from the idealI is quite complicated and
requires methods of computer algebra.
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6.2. Bézout’s theorem. We will now prove the main property of the degree of a projective
variety: that it is “multiplicative when taking intersections”. We will prove this here only
for intersections with hypersurfaces, but there is a more general version about intersections
in arbitrary codimension (see e.g. cite Ha theorem 18.4).

Theorem 6.2.1. (Bézout’s theorem) Let X be a projective subscheme ofPn of positive
dimension, and let f∈ k[x0, . . . ,xn] be a homogeneous polynomial such that no component
of X is contained in Z( f ). Then

deg(X∩Z( f )) = degX ·degf .

Proof. The proof is very similar to that of the existence of the Hilbert polynomial in propo-
sition 6.1.5. Again we get an exact sequence

0−→ k[x0, . . . ,xn]/I(X)
· f−→ k[x0, . . . ,xn]/I(X)−→ k[x0, . . . ,xn]/(I(X)+( f ))−→ 0

from which it follows that

χX∩Z( f ) = χX(d)−χX(d−degf ).

But we know that

χX(d) =
degX

m!
dm+cm−1dm−1 + terms of order at mostdm−2,

wherem= dimX. Therefore it follows that

χX∩Z( f ) =
degX

m!
(dm− (d−degf )m)+cm−1 (dm−1− (d−degf )m−1)

+ terms of order at mostdm−2

=
degX

m!
·mdegf ·dm−1 + terms of order at mostdm−2.

We conclude that deg(X∩Z( f )) = degX ·degf . �

Example 6.2.2. Let C1 andC2 be two curves inP2 without common irreducible com-
ponents. These curves are then given as the zero locus of homogeneous polynomials of
degreesd1 andd2, respectively. We conclude that deg(C1∩C2) = d1 ·d2 by Bézout’s the-
orem. By example 6.1.8 (i) this means thatC1 andC2 intersect in exactlyd1 ·d2 points, if
we count these points with their scheme-theoretic multiplicities in the intersection scheme
C1∩C2. In particular, as these multiplicities are always positive integers, it follows thatC1

andC2 intersect set-theoretically inat most d1 ·d2 points, and inat leastone point. This
special case of theorem 6.2.1 is also often called Bézout’s theorem in textbooks.

Example 6.2.3. In the previous example, the scheme-theoretic multiplicity of a point in
the intersection schemeC1∩C2 is often easy to read off from geometry: letP∈C1∩C2 be
a point. Then:

(i) If C1 andC2 are smooth atP and have different tangent lines atP thenP counts
with multiplicity 1 (we say: the intersection multiplicity ofC1 andC2 atP is 1).

(ii) If C1 andC2 are smooth atPand are tangent to each other atP then the intersection
multiplicity at P is at least 2.

(iii) If C1 is singular andC2 is smooth atP then the intersection multiplicity atP is at
least 2.

(iv) If C1 andC2 are singular atP then the intersection multiplicity atP is at least 3.

The key to proving these statements is the following. As the computation is local around
P we can assume that the curves are affine inA2, thatP = (0,0) is the origin, and that the
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two curves are given as the zero locus of one equation

C1 = { f1 = 0} where f1 = a1x+b1y+higher order terms,

C2 = { f2 = 0} where f2 = a2x+b2y+higher order terms.

If both curves are singular at the origin, their tangent space atP must be two-dimensional,
i.e. all of A2. This means thata1 = b1 = a2 = b2 = 0. It follows that 1,x, andy are
three linearly independent elements ink[x,y]/( f1, f2) (whose spectrum is by definition the
intersection scheme). So the intersection multiplicity is at least 3. In the same way, we get
at least 2 linearly independent elements (the constant 1 and one linear function) if only one
of the curves is singular, or both curves have the same tangent line (i.e. the linear parts of
their equations are linearly dependent).

Example 6.2.4.Consider again the twisted cubic curve inP3

C = {(s3 : s2t : st2 : t3) ; (s : t) ∈ P1}

= {(x0 : x1 : x2 : x3) ; x2
1−x0x2 = x2

2−x1x3 = x0x3−x1x2 = 0}.

We have met this variety as the easiest example of a curve inP3 that cannot be written as
the zero locus of two polynomials. We are now able to prove this statement very easily
using B́ezout’s theorem: assume thatI(C) = ( f ,g) for some homogeneous polynomialsf
andg. As the degree ofC is 3 by exercise 6.7.2, it follows that degf ·degg= 3. This is only
possible if degf = 3 and degg = 1 (or vice versa), i.e. one of the polynomials has to be
linear. ButC is not contained in a linear space (its ideal does not contain linear functions).

In particular we see thatC cannot be the intersection of two of the quadratic polynomials
given above, as this intersection must have degree 4. In fact,

Z(x2
1−x0x2,x

2
2−x1x3) = C∪{x1 = x2 = 0}

in accordance with B́ezout’s theorem and proposition 6.1.9 (note that{x1 = x2 = 0} is a
line and thus has degree 1).

Let us now prove some corollaries of Bézout’s theorem.

Corollary 6.2.5. (Pascal’s theorem) Let X⊂ P2 be a conic (i.e. the zero locus of a ho-
mogeneous polynomial f of degree 2). Pick six points A,B,C,D,E,F on X that form the
vertices of a hexagon inscribed in X. Then the three intersection points of the opposite
edges of the hexagon (i.e. P= AB∩DE, Q= BC∩EF, and R= CD∩FA) lie on a line.

X

A

B

C

D
EF

P

Q
R

Proof. Consider the two reducible cubicsX1 = AB∪CD∪EF andX2 = BC∪DE∪FA,
and let f1 = 0 and f2 = 0 be the equations ofX1 andX2, respectively. In accordance with
Bézout’s theorem,X1 andX2 meet in the 9 pointsA,B,C,D,E,F,P,Q,R.

Now pick any pointS∈ X not equal to the previously chosen ones. Of course there are
λ,µ∈ k such thatλ f1 +µ f2 vanishes atS. SetX′ = Z(λ f1 +µ f2); this is a cubic curve too.

Note thatX′ meetsX in the 7 pointsA,B,C,D,E,F,S, although degX′ ·degX = 6. We
conclude by B́ezout’s theorem thatX′ and X have a common component. For degree
reasons the only possibility for this is that the cubicX′ is reducible and contains the conic
X as a factor. ThereforeX′ = X∪L, whereL is a line.



98 Andreas Gathmann

Finally note thatP,Q,R lie on X′ as they lie onX1 andX2. ThereforeP,Q,R∈ X∪L.
But these points are not onX, so they must be on the lineL. �

Corollary 6.2.6. Let C⊂ P2 be an irreducible curve of degree d. Then C has at most
(d−1

2

)
singular points.

Remark6.2.7. For d = 1 C must be a line, so there is no singular point. A conic is either
irreducible (and smooth) or a union of two lines, so ford = 2 the statement is obvious
too. Ford = 3 the corollary states that there is at most one singular point on an irreducible
curve. In fact, the projectivization of the singular cubic affine curvey2 = x2+x3 is such an
example with one singular point (namely the origin).

Proof. Assume the contrary and letP1, . . . ,P(d−1
2 )+1 be distinct singular points ofC. More-

over, pick arbitrary further distinct pointsQ1, . . . ,Qd−3 on C (we can assumed ≥ 3 by
remark 6.2.7). We thus have a total of

(d−1
2

)
+1+d−3 = d2

2 −
d
2 −1 pointsPi andQ j .

We claim that there is a curveC′ of degreed− 2 that passes through allPi andQ j .
In fact, the space of all homogeneous degree-(d−2) polynomials in three variables is a(d

2

)
-dimensional vector space overk, so the space of hypersurfaces of degreed− 2 is a

projective spacePN of dimensionN =
(d

2

)
−1, with the coefficients of the equation as the

homogeneous coordinates. Now the condition that such a hypersurface passes through a
given point is obviously a linear condition in thisPN. As N hyperplanes inPN always
have a non-empty intersection, it follows that there is a hypersurface passing through any
N given points. ButN =

(d
2

)
−1 = d2

2 −
d
2 −1 is precisely the number of points we have.

(Compare this argument to exercise 3.5.8 and the parametrization of cubic surfaces at the
beginning of section 4.5.)

Now compute the degree of the intersection schemeC∩C′. By Bézout’s theorem, it
must be degC ·degC′ = d(d−2). Counting the intersection points, we see that we have
the d−3 pointsQi , and the

(d−1
2

)
+ 1 pointsPj that count with multiplicity at least 2 as

they are singular points of C(see example 6.2.3). So we get

deg(C∩C′)≥ (d−3)+2

((
d−1

2

)
+1

)
= d2−2d+1 > degC ·degC′.

By Bézout’s theorem it follows thatC andC′ must have a common component. ButC is
irreducible of degree degC > degC′, so this is impossible. We thus arrive at a contradiction
and conclude that the assumption of the existence of

(d−1
2

)
+ 1 singular points was false.

�

The following statement aboutreal plane curves looks quite different from corollary
6.2.6, yet the proof is largely identical. Note that every smooth real plane curve consists of
a certain number of connected components (in the classical topology); here are examples
with one real component (the left two curves) and with two real components (the right
curve):

x2

4 +y2−4 = 0 y2−x2− x3

4 −1 = 0 y2−x2− x3

4 +1 = 0

We want to know the maximum number of such components that a real smooth curve of
degreed can have. One way of constructing curves with many components is to start with
a singular curve, and then to deform the equation a little bit to obtain a smooth curve. The
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following example starts with a reducible quartic curve and deforms it into a smooth curve
with two and four components, respectively.

( x2

4 +y2−4)(x2 + y2

4 −4) = 0 ( x2

4 +y2−4)(x2 + y2

4 −4) = 1 ( x2

4 +y2−4)(x2 + y2

4 −4) =−1

As in the complex case, it is more convenient to pass to theprojectiveplaneP2
R instead

of A2
R. This will add points at infinity of the curves so that every component becomes

a loop (i.e. it has no ends). For example, in the two cubic curves above one point each
is added to the curves, so that the components extending to infinity become a loop. We
are therefore asking for the maximum number of loops that aprojectivesmooth real plane
curve of degreed can have.

There is an extra topological twist inP2
R that we have not encountered before. As usual,

we constructP2
R by takingA2

R (which we will draw topologically as an open disc here)
and adding a point at infinity for every direction inA2

R. This has the effect of adding a
boundary to the disc (with the boundary point corresponding to the point at infinity). But
note that opposite points of the boundary of the disc belong to the same direction inA2

R
and hence are the same point inP2

R. In other words,P2
R is topologically equivalent to a

closed disc with opposite boundary points identified:

IPIR
2

identify

A A

B

B

It is easy to see that this is anon-orientablesurface: if we start with a small circle and
move it across the boundary of the disc (i.e. across the infinity locus ofP2

R then it comes
out with opposite orientation:

A

B
C

D

D

B

A

A

C

C

C

A
B

D

Consequently, we have two different types of loops. A “type 1 loop” is a loop such that
its complement has only one component (which is topologically a disc). A “type 2 loop”
is a loop such that its complement has two components (an “interior” and “exterior” of the
loop). It is interesting to note that of these two components one is a disc, and the other is a
Möbius strip.
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A

A

Type 1 loop Type 2 loop

(Those of you who know some algebraic topology will note that the homology group
H1(P2

R) is isomorphic toZ/2Z; so the two types of curves correspond to the two elements
of Z/2Z.)

With these prerequisites at hand, we can now prove the following statement (modulo
some topology statements that should be intuitively clear):

Corollary 6.2.8. (Harnack’s theorem) A real smooth curve inP2
R of degree d has at most(d−1

2

)
+1 loops.

Remark6.2.9. A line (d = 1) has always exactly one loop. A non-empty conic (d = 2) is
a hyperbola, parabola, or ellipse, so in every case the number of loops is 1. Ford = 3 the
corollary gives a maximum number of 2 loops, and ford = 4 we get at most 4 loops. We
have just seen examples of these numbers of loops above. One can show that the bound
given in Harnack’s theorem is indeed sharp, i.e. for everyd one can find smooth real curves
of degreed with exactly

(d−1
2

)
+1 loops.

Proof. Assume that the statement is false, so that there are
(d−1

2

)
+ 2 loops in a smooth

real plane curveC. Note that any two type 1 loops must intersect (which is impossible
for a smoothcurve), so there can be at most one type 1 loop. Hence assume that the first(d−1

2

)
+ 1 loops are of type 2, and pick one pointP1, . . . ,P(d−1

2 )+1 on each of them. By

remark 6.2.9 we can assume thatd≥ 3, so pickd−3 further distinct pointsQ1, . . . ,Qd−3

on the last loop (which can be of any type). We thus have a total of
(d−1

2

)
+ 1+ d−3 =

d2

2 −
d
2 −1 pointsPi andQ j .

As in the proof of corollary 6.2.6 there is a curveC′ of degreed−2 that passes through
all Pi andQ j . Compute the degree of the intersection schemeC∩C′. By Bézout’s theorem,
it must be degC ·degC′ = d(d−2). Counting the intersection points, we see that we have
the d−3 pointsQi , and the

(d−1
2

)
+ 1 pointsPj that count with multiplicity at least 2 as

every type 2 loop divides the real projective plane in an interior and exterior region; so if
C′ enters the interior of a type 2 loop it must exit it again somewhere. (It may also be that
C′ is tangent to the loop or singular at the intersection point, but in this case the intersection
multiplicity must be at least 2 too.)

P1

P4

Q1

Q2Q3

P3

P2

C’

So we get

deg(C∩C′)≥ (d−3)+2

((
d−1

2

)
+1

)
= d2−2d+1 > degC ·degC′.
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By Bézout’s theorem it follows thatC andC′ must have a common component. ButC is
irreducible of degree degC > degC′, so this is impossible. We thus arrive at a contradiction
and conclude that the assumption of the existence of

(d−1
2

)
+2 loops was false. �

Corollary 6.2.10. Every isomorphism f: Pn→Pn is linear, i.e. it is of the form f(x) = A·x,
where x= (x0, . . . ,xn) and A is an invertible(n+1)× (n+1) matrix with elements in the
ground field.

Proof. Let H ⊂ Pn be a hyperplane, and letL⊂ Pn be a line not contained inH. Of course,
H∩L is scheme-theoretically just one reduced point. Asf is an isomorphism,f (H)∩ f (L)
must also be scheme-theoretically one reduced point, i.e. deg( f (H) ∩ f (L)) = 1. As
degrees are always positive integers, it follows by Bézout’s theorem that degf (H) =
degf (L) = 1. In particular,f maps hyperplanes to hyperplanes. Applying this to all hy-
perplanes{xi = 0} in turn, we conclude thatf maps all coordinate functionsxi to linear
functions, sof (x) = A·x for some scalar matrixA. Of courseA must be invertible iff has
an inverse. �

6.3. Divisors on curves. Bézout’s theorem counts the number of intersection points of a
projective curve with a hypersurface. For example, ifC ⊂ P2 is a plane cubic then the
intersection ofC with any line consists of 3 points (counted with their scheme-theoretic
multiplicities). But of course not every collection of three points onC can arise this way,
as three points will in general not lie on a line. So by reducing the intersections of curves
to just the number of intersection points we are losing information about the possible con-
figurations of intersection schemes. In contrast, we will now present a theory that is able
to keep track of the configurations of (intersection) points on curves.

Definition 6.3.1. Let C ⊂ Pn be a smooth irreducible projective curve. Adivisor on C
is a formal finite linear combinationD = a1P1 + · · ·+ amPm of pointsPi ∈C with integer
coefficientsai . Obviously, divisors can be added and subtracted. The group of divisors on
C is denoted DivC.

Equivalently, DivC is the free abelian group generated by the points ofC.

ThedegreedegD of a divisorD = a1P1 + · · ·+amPm is defined to be the integera1 +
· · ·+am. Obviously, the degree function is a group homomorphism deg : DivC→ Z.

Example 6.3.2.Divisors on a curveC can be associated to several objects:

(i) Let Z⊂ Pn be a zero-dimensional projective subscheme ofPn, and letP1, . . . ,Pm

be the points inZ. Each of these points comes with a scheme-theoretic multiplic-
ity ai (the length of the component ofZ at Pi) which is a positive integer. If the
pointsPi are onC, thena1P1+ · · ·amPm is a divisor onC which we denote by(Z).
It is called the divisor associated toZ.

(ii) Let f ∈ k[x0, . . . ,xn] be a homogeneous polynomial such thatC is not contained in
Z( f ). ThenC∩Z( f ) is a zero-dimensional subscheme ofPn whose points lie in
C, so by (i) there is an associated divisor(C∩Z( f )) onC. It is called the divisor
of f and denoted( f ); we can think of it as the zeros off on C counted with
their respective multiplicities. By B́ezout’s theorem, the number of such zeros is
deg( f ) = degC ·degf .

(iii) Note that the intersection schemeC∩Z( f ) and therefore the divisor( f ) do not
change if we add tof an element of the idealI(C). Hence there is a well-defined
divisor ( f ) for every non-zerof ∈ S(C)(d).

(iv) Assume thatC⊂ P2, and thatC′ = Z( f ′) ⊂ P2 is another (not necessarily irre-
ducible) curve that does not containC as a component. Then the divisor( f ′) is
also called theintersection product of C andC′ and denotedC ·C′ ∈ DivC.
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Lemma 6.3.3. Let C⊂ Pn be a smooth irreducible curve, and let f,g∈ S(C) be non-zero
homogeneous elements in the coordinate ring of C. Then( f g) = ( f )+(g).

Proof. Let ( f g) = a1P1 + · · ·+ amPm. It is obvious that set-theoretically the zeros off g
are the union of the zeros off and g, so f and g vanish at most at the pointsPi . Let
( f ) = b1P1 + · · ·+bmPm and(g) = c1P1 + · · ·cmPm. We have to show thatai = bi +ci for
all i = 1, . . . ,m.

Fix a certaini and choose an affine open subsetU = SpecR⊂C that containsPi , but
no other zero off g. Then by definition we haveai = dimk R/( f g), bi = dimk R/( f ), and
ci = dimk R/(g). The statement now follows from the exact sequence

0−→ R/( f )
·g−→ R/( f g) ·1−→ R/(g)−→ 0.

�

Definition 6.3.4. LetC⊂Pn be a smooth irreducible curve, and letϕ∈K(C) be a non-zero
rational function. By definition we can writeϕ = f

g for some non-zerof ,g∈ S(C)(d). We
define the divisor ofϕ to be(ϕ) = ( f )− (g) (this is well-defined by lemma 6.3.3). It can
be thought of as the zeros minus the poles of the rational function.

Remark6.3.5. Note that the divisor of a rational function always has degree zero: ifϕ = f
g

with f ,g∈ S(C)(d), then

deg(ϕ) = deg( f )−deg(g) = d degC−d degC = 0

by Bézout’s theorem.

Example 6.3.6. Let C = P1, and consider the two homogeneous polynomialsf (x0,x1) =
x0x1 andg(x0,x1) = (x0− x1)2. Then( f ) = P1 + P2 with P1 = (1 : 0) andP2 = (0 : 1),
and(g) = 2P3 with P3 = (1 : 1). The quotientfg defines a rational functionϕ on P1 with
(ϕ) = P1 + P2−2P3. We have deg( f ) = deg(g) = 2 and deg(ϕ) = 0 (in accordance with
remark 6.3.5).

Remark6.3.7. By lemma 6.3.3, the mapK(C)\{0} → DivC that sends every rational
function ϕ to its divisor (ϕ) is a group homomorphism, if we regardK(C)\{0} as an
abelian group under multiplication. In particular, the subset of DivC of all divisors of the
form (ϕ) is a subgroup of DivC.

Definition 6.3.8. ThePicard group (or divisor class group) PicC of C is defined to be
the group DivC modulo the subgroup of all divisors of the form(ϕ) for ϕ ∈ K(C)\{0}.
If f ∈ S(C)(d), we will usually still write( f ) for the divisor class in PicC associated tof .
Two divisorsD1 andD2 are said to belinearly equivalent if D1−D2 = 0∈ PicC, i.e. if
they define the same divisor class.

Remark6.3.9. By remark 6.3.5, the degree function deg : DivC→ Z passes to a group
homomorphism deg : PicC→ Z. So it makes sense to talk about the degree of a divisor
class. We define Pic0C⊂ PicC to be the group of divisor classes of degree 0.

Remark6.3.10. The divisor group DivC is a free (and very “big”) abelian group and there-
fore not very interesting. In contrast, the divisorclassgroup PicC has quite a rich structure
that we want to study now in some easy examples.

Lemma 6.3.11. PicP1 ∼= Z (with an isomorphism being the degree homomorphism). In
other words, onP1 all divisors of the same degree are linearly equivalent.
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Proof. Let D = a1P1+ · · ·amPm be a divisor of degree zero, i.e.a1+ · · ·+am = 0. We have
to show thatD is the divisor of a rational function. In fact, assume thePi have homogeneous
coordinates(xi : yi); then

ϕ =
m

∏
i=1

(xyi−yxi)ai

is a rational function such that(ϕ) = D. �

Let us now move on to more complicated curves. We know already that smooth conics
in P2 are isomorphic toP1, so their Picard group is isomorphic to the integers too. Let
us therefore consider cubic curves inP2. We will compute PicC and show that it isnot
isomorphic toZ (thereby showing that cubic curves are not isomorphic toP1). Let us
prove a lemma first.

Lemma 6.3.12. Let C = Z( f ) ⊂ P2 be a smooth cubic curve, and let C′ = Z(g) with
g ∈ k[x0,x1,x2](d) be another curve that does not have C as a component. Assume that
“three points of C∩C′ lie on a line”, i.e. that C·C′ contains three points P1,P2,P3 (that
need not be distinct) such that there is a line L= Z(l) with C·L = P1+P2+P3. Then there
is a polynomial g′ ∈ k[x0,x1,x2](d−1) such that g= l ·g′ in S(C).

Proof. By Bézout’s theorem we haveC′ ·L = P1 + · · ·+ Pd for some pointsPi (that need
not be distinct, but they must contain the first three given pointsP1,P2,P3). Let a ∈
k[x0,x1,x2](d−3) be a homogeneous polynomial such thatZ(a) · L = P4 + · · ·+ Pd (it is
obvious that this can always be found). ThenZ(a f) ·L = P1 + · · ·Pd too.

Now pick any pointQ∈ L distinct from thePi . As g anda f do not vanish atQ, we can
find aλ∈ k such thatg+λa f vanishes atQ. It follows thatg+λa f vanishes onL at least at
thed+1 pointsP1, . . . ,Pd,Q. So it follows by B́ezout’s theorem thatZ(g+λa f) contains
the lineL, or in other words thatg+λa f = lg′ for someg′. Passing to the coordinate ring
S(C) = k[x0,x1,x2]/I(C) we get the desired result. �

Proposition 6.3.13.Let C⊂ P2 be a smooth cubic curve, and let P,Q be distinct points on
C. Then P−Q 6= 0 in PicC. In other words, there is no rational functionϕ ∈ K(C)\{0}
with (ϕ) = P−Q, i.e. no rational function that has exactly one zero which is at P, and
exactly one pole which is at Q.

Remark6.3.14. It follows from this proposition already that a smooth plane cubic curve is
not isomorphic toP1 (as the statement of the proposition is false forP1 by lemma 6.3.11).

Proof. Assume the contrary. Then there is a positive integerd and homogeneous polyno-
mials f ,g∈ S(C)(d) such that

(i) There are pointsP1, . . . ,P3d−1 andP 6= Q such that

( f ) = P1 + · · ·+P3d−1 +P and (g) = P1 + · · ·+P3d−1 +Q

(hence(ϕ) = P−Q for ϕ = f
g ).

(ii) Among theP1, . . . ,P3d−1 there are at least 2d−1 distinct points. (If this is not the
case in the first place, we can replacef by f · l andg by g· l some linear function
l that vanishes onC at three distinct points that are not among thePi . This raises
the degree of the polynomials by 1 and the number of distinct points by 3, so by
doing this often enough we can get at least 2d−1 distinct points.)

Pickd minimal with these properties.

If d = 1 then( f ) = P1+P2+P and(g) = P1+P2+Q, so bothf andg define the unique
line throughP1 andP2 (or the tangent toC at P1 if P1 = P2). In particular, it follows that
P = Q as well, which is a contradiction. So we can assume thatd > 1. We can rearrange
thePi such thatP2 6= P3, and such thatP1 = P2 if there are any equal points among thePi .
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Now consider curves given by linear combinationsλ f +µg. These curves will intersect
C at least in the pointsP1, . . . ,P3d−1 (asZ( f ) andZ(g) do). Note that for any pointR∈C
we can adjustλ andµ so that(λ f +µg)(R) = 0. Such a curve will then have intersection
divisor P1 + · · ·+P3d−1 +R with C. In other words, by passing to linear combinations of
f andg we can assume that the last pointsP andQ in the divisors off andg are any two
points we like. We chooseP to be the third intersection point ofP1P2 with C, andQ to be
the third intersection point ofP1P3 with C.

By lemma 6.3.12, it now follows thatf = l · f ′ andg = l ′ ·g′ in S(C) for some linear
functionsl andl ′ that have intersection divisorsP1+P2+P andP1+P3+Q with C. Hence

( f ′) = P4 + · · ·+P3d−1 +P3 and (g′) = P4 + · · ·+P3d−1 +P2

Note that thesef ′ andg′ satisfy (i) for d replaced byd− 1, asP2 6= P3 by assumption.
Moreover, f ′ andg′ satisfy (ii) because if there are any equal points among thePi at all,
then by our relabeling of thePi there are only two distinct points amongP1,P2,P3, so there
must still be at least 2(d−1)−1 distinct points amongP4, . . . ,P3d−1.

This contradicts the minimality ofd and therefore proves the proposition. �

Corollary 6.3.15. Let C be a smooth cubic curve, and let P0 ∈C be a point. Then the map

C→ Pic0C, P 7→ P−P0

is a bijection.

Proof. The map is well-defined and injective by proposition 6.3.13. We will show that it
is surjective. LetD = P1 + · · ·+Pm−Q1−·· ·−Qm be any divisor of degree 0.

If m > 1 let P be the third intersection point ofP1P2 with C, and letQ be the third
intersection point ofQ1Q2 with C. ThenP1+P2+P andQ1+Q2+Q are both the divisors
of linear forms onC. The quotient of these linear forms is a rational function whose divisor
P1 +P2 +P−Q1−Q2−Q is therefore 0 in PicC. It follows thatD = P3 + · · ·+Pm+Q−
Q3−·· ·−Qm−P. We have thus reduced the numberm of (positive and negative) points
in D by 1. Continuing this process, we can assume thatm= 1, i.e.D = P−Q for some
P,Q∈C.

Now let P′ be the third intersection point ofPP0 with C, and letQ′ be the third in-
tersection point ofP′Q with C. ThenP′ + P+ P0 = P′ + Q+ Q′ in PicC as above, so
D = P−Q = Q′−P0, as desired. �

6.4. The group structure on a plane cubic curve.Let C⊂ P2 be a smooth cubic curve.
Corollary 6.3.15 gives a canonical bijection between the varietyC and the abelian group
Pic0C, so between two totally different mathematical objects. Using this bijection, we can
giveC a group structure (after choosing a base pointP0 as in the corollary) and Pic0C the
structure of a smooth projective variety.

We should mention that Pic0C can be made into a variety (the so-called Picard variety)
for every smooth projective curveC; it is in general not isomorphic toC however. (IfC is
not P1 one can show that the mapP 7→ P−P0 of corollary 6.3.15 is at least injective, so
we can think ofC as a subvariety of the Picard variety.)

In contrast, the statement thatC can be made into an abelian group is very special to
cubic plane curves (or to be precise, to curves of genus 1). Curves of other types do not
admit such a group structure.

Example 6.4.1. Let us investigate the group structure onC geometrically. IfP and Q
are two points onC (not necessarily distinct), we denote byϕ(P,Q) the third point of
intersection of the linePQ with C, i.e. the unique point ofC such thatP+Q+ ϕ(P,Q) is
linearly equivalent to the divisor of a linear function. We will denote the group structure



6. First applications of scheme theory 105

on C by ⊕, to distinguish it from the addition of points in DivC or PicC. Consequently,
we write	P for the inverse ofP, andn�P for P⊕·· ·⊕P (n times).

Of course, the zero element of the group structure onC is justP0.

By construction,P⊕Q is the unique point ofC such that(P−P0)+ (Q−P0) = (P⊕
Q)−P0 in PicC, i.e. P+ Q = (P⊕Q) + P0. Now let R = ϕ(P,Q). ThenP+ Q+ R =
(P⊕Q)+P0 +R∈ PicC, so

P⊕Q = ϕ(R,P0) = ϕ(ϕ(P,Q),P0).

In other words, to construct the pointP⊕Q we draw a line throughP andQ. Then we
draw another line through the third intersection pointRof this line withC and the pointP0.
The third intersection point of this second line withC is P⊕Q (see the picture below on
the left).

Similarly, to construct	P we are looking for a point such that(P−P0)+((	P)−P0) =
0, soP+(	P) = 2P0. In the same way as above we conclude

	P = ϕ(ϕ(P0,P0),P).

In other words, to construct the inverse	P we draw the tangent toC throughP0. Then we
draw another line through the (scheme-theoretic) third intersection pointR of this tangent
with C and the pointP. The third intersection point of this second line withC is	P:

P0 QP P0

PPQR
R

P

C C

Of special geometric importance are the (tangent) lines that meetC in a point with
multiplicity (at least) 3. In analogy with the real analysis case such points will be called
inflection points:

Definition 6.4.2. Let C ⊂ P2 be a smooth curve. A pointP ∈ C is called aninflection
point of C if the tangent line toC atP intersectsC in P with multiplicity at least 3. Such a
tangent line is then called aflex.

flex

C

inflection point

For cubic curvesC, any line intersectsC in three points, soP∈C is a flex if and only if
3P is the divisor of a linear function. Let us first prove that there are some inflection points
on every smooth cubic curve.

Lemma 6.4.3. Let C= Z( f )⊂ P2 be a smooth curve of degree d. Then

h = det

(
∂2 f

∂xi∂x j

)
0≤i, j≤2

is a homogeneous polynomial of degree3(d−2). (It is called theHessian polynomialof
C. The corresponding curve H= Z(h)⊂ P2 is called theHessian curveof C.)

Then P∈C is an inflection point of C if and only if P∈ H.
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Proof. By a linear change of coordinates we can assume thatP = (1 : 0 : 0) and that the
tangent line toC at P is L = {x2 = 0}. Let f = ∑i+ j+k=d ai, j,k xi

0x j
1xk

2. In inhomogeneous
coordinates (x0 = 1) the restriction off to L is

f (1,x1,0) =
d

∑
i=0

ad−i,i,0xi
1.

As f passes throughP and is tangent toL there, f |L(x1) must have a zero of order at least
2 atP, soad,0,0 = ad−1,1,0 = 0. Now note that

∂2 f
∂x2

0
(P) = d(d−1)ad,0,0,

∂2 f
∂x0∂x1

(P) = (d−1)ad−1,1,0,

∂2 f
∂x0∂x2

(P) = (d−1)ad−1,0,1,
∂2 f
∂x2

1
(P) = 2ad−2,2,0.

So the Hessian polynomial atP has the form

h(P) = det

 0 0 (d−1)ad−1,0,1

0 2ad−2,2,0 ∗
(d−1)ad−1,0,1 ∗ ∗

 .

In the same way, note that

(
∂ f
∂x0

,
∂ f
∂x1

,
∂ f
∂x2

)(P) = (dad,0,0,ad−1,1,0,ad−1,0,1) = (0,0,ad−1,0,1),

which must be a non-zero vector by the Jacobian criterion of proposition 4.4.8 (ii) asC is
smooth atP. Soad−1,0,1 6= 0, and thereforeh(P) = 0 if and only if ad−2,2,0 = 0. This is
the case if and only iff |L(x1) vanishes to order at least 3 atP, i.e. if and only ifP is an
inflection point. �

Corollary 6.4.4. Every smooth cubic curve inP2 has exactly 9 inflection points.

Proof. By lemma 6.4.3 the inflection points ofC are precisely the points ofC∩H ⊂ P2,
whereH is the Hessian curve ofC. But by Bézout’s theorem, deg(C∩H) = d ·3(d−2) = 9
for d = 3. So we only have to check that every point inC∩H occurs with intersection
multiplicity 1.

Let us continue with the notation of the proof of lemma 6.4.3, and assume thatP is an
inflection point, so thata3,0,0 = a2,1,0 = a1,2,0 = 0. We will show that the Hessian curve
H is smooth atP and has a tangent line different from that ofC (i.e. its tangent line is
not L = {x2 = 0}. Both statements follow if we can prove thath(1,x1,x2) contains the
monomialx1 with a non-zero coefficient, i.e. thath contains the monomialx2

0x1 with a
non-zero coefficient. But note that

h(x2 = 0) = det

 0 0 2a2,0,1x0 +a1,1,1x1

0 6a0,3,0x1 ∗
2a2,0,1x0 +a1,1,1x1 ∗ ∗

 ,

so thex2
0x1-coefficient ofh is−24a2

2,0,1a0,3,0. The corollary now follows from the following
two observations:

(i) the Jacobian matrix off at P is (3a3,0,0,a2,1,0,a2,0,1). AsC is smooth this matrix
must have rank 1 by proposition 4.4.8 (ii). Buta3,0,0 anda2,1,0 are zero already,
soa2,0,1 6= 0.

(ii) We know already thatf |L = a0,3,0x3
1. As L cannot be a component ofC, it follows

thata0,3,0 6= 0.

�
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Remark6.4.5. If C is a smooth curve of degreed in P2, we would still expect from B́ezout’s
theorem thatC has 3d(d−2) inflection points. This is indeed the “general” number, but for
d > 3 it may occur thatC and its HessianH do not intersect at all points with multiplicity
1, so that there are fewer than 3d(d−2) inflection points.

Lemma 6.4.6. Let C⊂ P2 be a smooth cubic curve, and choose an inflection point P0 as
the zero element of the group structure on C. Then a point P∈C is an inflection point if
and only if3�P = P0. In particular, there are exactly 9 3-torsion points inPicC, i.e. 9
points P∈C such that3�P = P0.

Proof. Assume thatP0 is an inflection point, i.e. 3P0 is the divisor of a linear function on
C. ThenP is an inflection point if and only if 3P is the divisor of a linear function too,
which is the case if and only if 3P−3P0 = 3(P−P0) is the divisor of a rational function
(a quotient of two linear functions). This in turn is by definition the case if and only if
3�P = P0. It then follows by corollary 6.4.4 that there are exactly 9 3-torsion points in
PicC. �

Corollary 6.4.7. Let C⊂ P2 be a smooth cubic curve. Then any line through two inflection
points of C passes through a third inflection point of C.

Proof. Choose an inflection pointP0 ∈ C as the zero element for the group structure on
C. Now letP andQ be two inflection points, and letR= ϕ(P,Q) be the third intersection
point of PQ with C. ThenP+Q+R is the divisor of a linear function and hence equal to
3P0 in PicC. It follows that

3(R−P0) = 3(2P0−P−Q) = 3(P0−P)+3(P0−Q) = 0∈ PicC.

So 3�R= P0, i.e.R is an inflection point by lemma 6.4.6. �

Example 6.4.8.There is an interesting application of the group structure on a cubic curve
to cryptography. The key observation is that “multiplication is easy, but division is hard”.
More precisely, assume that we are given a specific cubic curveC and a zero pointP0 ∈C
for the group structure. (For practical computations one will usually do this over a finite
field to avoid rounding errors. The group structure exists in these cases too by exercise
6.7.10.) Then:

(i) Given any pointP and a positive integern, the pointn�P can be computed
quickly, even for very largen (think of numbers with hundreds of digits):
(a) By repeatedly applying the operationP 7→ P⊕P, we can compute all points

2k�P for all k such that 2k < n.
(b) Now we just have to add these points 2k�P for all k such that thek-th digit

in the binary representation ofn is 1.
This computes the pointn�P in a time proportional to logn (i.e. in a very short
time).

(ii) On the other hand, given a pointP and a positive integern, it is essentially im-
possible to compute a pointQ such thatn�Q = P (assuming that such a point
exists). This is not a mathematically precise statement; there is just no algorithm
known to exist that can perform the “inverse” of the multiplicationP 7→ n�P
in shorter time than a simple trial-and-error approach. Of course, if the ground
field is large andC contains enough points, this is practically impossible. In the
same way, given two pointsP andQ onC, there is no way to find the (smallest)
numbern such thatn�Q = P except trying out all integers in turn. Again, ifn
has hundreds of digits this is of course practically impossible.

Using this idea, assume that Alice wants to send a secret message to Bob. We can think
of this message as just a numberN (every message can be converted into a sequence of
numbers, of course). There is an easy way to achieve this if they both know a secret
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key numberN0: Alice just sends Bob the numberN + N0 in public, and then Bob can
reconstruct the secretN by subtracting the keyN0 from the transmitted numberN + N0.
Any person who observed the numberN +N0 in transit but does not know the secret key
N0 is not able to reconstruct the messageN.

The problem is of course that Alice and Bob must first have agreed on a secret keyN0,
which seems impossible as they do not have a method for secure communication yet.

This is where our cubic curve can help. Let us describe a (simplified) version of what
they might do. Alice and Bob first (publicly) agree on a ground field, a specific cubic
curveC, a zero pointP0 ∈ C, and another pointP ∈ C. Now Alice picks a secret (very
large) integera, and Bob picks a secret integerb. They are not telling each other what their
secret numbers are. Instead, Alice computesa�P and sends (the coordinates of) this point
to Bob. In the same way, Bob computesb�P and sends this point to Alice. Now the point
ab�P can be used as a secret key numberN0:

(i) Alice got the information aboutb�P from Bob and knows her own secret number
a, so she can computeab�P = a� (b�P).

(ii) In the same way, Bob knowsab�P = b� (a�P).
(iii) The only information that Alice and Bob exchanged was the data of the cubic

curve chosen,P, a�P, andb�P. But we have just noted that there is no practical
way to reconstructa andb from this information, so anybody else will not be able
to determine the secret keyab�P from this data.

6.5. Plane cubic curves as complex tori.We will now restrict our attention to the ground
field k = C and see how smooth plane cubic curves arise in complex analysis in a totally
different way. We will only sketch most arguments; more details can be found e.g. in [K]
section 5.1 (and many other books on complex analysis).

LetU ⊂C be an open setin the classical topology. Recall that a (set-theoretic) function
f : U → C is calledholomorphic at z0 ∈U if it is complex differentiable atz0, i.e. if the
limit

f ′(z) := lim
z→z0

f (z)− f (z0)
z−z0

exists. A functionf : U\{z0} → C is calledmeromorphic if there is a numbern∈ Z and
a holomorphic functioñf : V→ C in a neighborhoodV of z0 in U such that

f (z) = (z−z0)n · f̃ (z) and f̃ (z0) 6= 0

onV. Note that the numbern is then uniquely determined; it is called theorder of f at z0

and denoted ordz0 f . If n > 0 we say thatf (z) has a zero of ordern at z0. If n < 0 we say
that f (z) has a pole of order−n atz0. A function that is meromorphic atz0 is holomorphic
atz0 if and only if its order is non-negative.

Example 6.5.1. Any regular function onA1
C (i.e. any polynomial inz) is a holomorphic

function onC. Similarly, any rational functionϕ on A1
C is a meromorphic function onC.

The notion of zeros and poles ofϕ as a meromorphic function agrees with our old one of
definition 6.3.4, so the multiplicity of a pointz∈C in the divisor ofϕ is precisely the order
of ϕ atz.

Conversely, there are holomorphic (resp. meromorphic) functions onC that are not
regular (resp. rational), e.g.f (z) = ez.

Remark6.5.2. Although the definition of holomorphic, i.e.complexdifferentiable func-
tions is formally exactly the same as that ofreal differentiable functions, the behavior of
the complex and real cases is totally different. The most notable differences that we will
need are:

(i) Every holomorphic function is automatically infinitely differentiable: all higher
derivativesf (k) exist fork > 0 and are again holomorphic functions.
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(ii) Every holomorphic functionf is analytic, i.e. it can be represented locally around
every pointz0 by its Taylor series. The radius of convergence is “as large as
it can be”, i.e. if f is holomorphic in an open ballB aroundz0, then the Tay-
lor series of f at z0 converges and representsf at least onB. Consequently, a
meromorphic functionf of ordern at z0 can be expanded in aLaurent seriesas
f (z) = ∑k≥nck(z−z0)k. The coefficientc−1 of this series is called theresidueof
f atz0 and denoted resz0 f .

(iii) ( Liouville’s theorem) Every functionf that is holomorphic and bounded on the
whole complex planeC is constant.

(iv) (Identity theorem) Let f andg be holomorphic functions on aconnectedopen
subsetU ⊂ C. If f andg agree on any open subsetV ⊂U then they agree onU .
By (ii) this is e.g. the case if their Taylor series agree at some point inU . One
should compare this to the algebro-geometric version of remark 2.1.9.

(v) (Residue theorem) If γ is a closed (positively oriented) contour inC and f is a
meromorphic function in a neighborhood ofγ and its interior that has no poles on
γ itself, then Z

γ
f (z)dz= 2πi ∑

z0

resz0 f (z),

with the sum taken over allz0 in the interior ofγ (at which f has poles). In
particular, if f is holomorphic then this integral vanishes.

In this section we will study a particular meromorphic function onC associated to
a lattice. Let us describe the construction. Fix once and for all two complex numbers
ω1,ω2 ∈C that are linearly independentoverR, i.e. that do not lie on the same real line in
C through the origin. Then the subset

Λ = Zω1 +Zω2 = {mω1 +nω2 ; m,n∈ Z} ⊂ C

is called alattice in C. Obviously, the same lattice inC can be obtained by different
choices ofω1 andω2. The constructions that we will make in this section will only depend
on the latticeΛ and not on the particular choice of basisω1,ω2.

Im z

Re z
ω

ω

1

2

Proposition and Definition 6.5.3. Let Λ = Zω1 + Zω2 be a lattice inC. There is a
meromorphic function℘(z) onC defined by

℘(z) =
1
z2 + ∑

ω∈Λ\{0}

(
1

(z−ω)2 −
1

ω2

)
.

It is called theWeierstraß℘-function. It has poles of order 2 exactly at the lattice points.

Proof. It is a standard fact that an (infinite) sum of holomorphic functions is holomorphic
at z0 provided that the sum converges uniformly in a neighborhood ofz0. We will only
sketch the proof of this convergence: letz0 ∈C\Λ be a fixed point that is not in the lattice.
Then every summand is a holomorphic function in a neighborhood ofz0. The expansions



110 Andreas Gathmann

of these summands for largeω are

1
(z0−ω)2 −

1
ω2 =

1
ω2

(
1

1− z0
ω
−1

)
=

z0

ω3 + terms of order at least1ω4

so the summands grow likeω3. Let us add up these values according to the absolute
value ofω. As the number of lattice points with a given absolute value (approximately)
equal toN grows linearly withN, the final sum behaves like∑N N · 1

N3 = ∑N
1

N2 , which is
convergent.

Note that the sum would not have been convergent without subtraction of the constant
1

ω2 in each summand, as then the individual terms would grow like1
ω2 and therefore the

final sum would be of the type∑N
1
N , which is divergent. �

Remark6.5.4. It is a standard fact that in an absolutely convergent series as above all
manipulations (reordering of the summands, term-wise differentiation) can be performed
as expected. In particular, the following properties of the℘-function are obvious:

(i) The℘-function is anevenfunction, i.e.℘(z) =℘(−z) for all z∈C. In particular,
its Laurent series at 0 contains only even exponents.

(ii) Its derivative is℘′(z) = ∑ω∈Λ
−2

(z−ω)3 . It is anodd function, i.e.℘′(z) =−℘′(−z).
In particular, its Laurent series at 0 contains only odd exponents. It has poles of
order 3 exactly at the lattice points.

(iii) The℘-function is doubly periodic with respect toΛ, i.e.℘(z0) =℘(z0+ω) for all
z0 ∈C andω ∈ Λ. To show this note first that it is obvious from (ii) that℘′(z0) =
℘′(z0 + ω). Now integrate℘′(z) along the closed contourγ = γ1 + γ2 + γ3 + γ4

shown in this picture:

γ1

γ2

γ3

γ4

0
z

z
0
+ ω

ω_−
2

ω_
2

0
ωω−

Of course, the result is 0, since℘ is an integral of℘′. But also the integral along
γ2 cancels the integral alongγ4 as℘′(z) is periodic. The integral alongγ3 is equal
to ℘(−ω

2 )−℘(ω
2 ) and hence vanishes too as℘(z) is an even function. So we

conclude that

0 =
Z

γ1

℘′(z)dz=℘(z0 +ω)−℘(z0),

i.e.℘(z) is periodic with respect toΛ too.

Lemma 6.5.5. The℘-function associated to a latticeΛ satisfies a differential equation

℘′(z)2 = c3℘(z)3 +c2℘(z)2 +c1℘(z)+c0

for some constants ci ∈ C that depend onΛ.

Proof. By remark 6.5.4 (ii)℘′(z)2 is an even function with a pole of order 6 at 0. Hence
its Laurent series around 0 is

℘′(z)2 =
a−6

z6 +
a−4

z4 +
a−2

z2 +a0 + terms of orderz>0

for some constantsa−6,a−4,a−2 ∈ C. The functions℘(z)3, ℘(z)2, ℘(z), and 1 are also
even, and they have poles of order 6,4,2, and 0, respectively. Hence there are constants
c−6,c−4,c−2,c0 ∈ C such that the series of the linear combination

f (z) :=℘′(z)2−c3℘(z)3−c2℘(z)2−c1℘(z)−c0
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has only positive powers ofz. We conclude thatf (z) is holomorphic around 0 and vanishes
at 0. By the identity theorem of remark 6.5.2 (iv) it then follows thatf = 0 everywhere. �

Remark6.5.6. An explicit computation shows that the coefficientsci in lemma 6.5.5 are
given by

c3 = 4, c2 = 0, c1 =−60 ∑
ω∈Λ\{0}

1
ω4 , c0 =−140 ∑

ω∈Λ\{0}

1
ω6 .

Proposition 6.5.7. Let Λ⊂ C be a given lattice, and let C⊂ P2
C be the cubic curve

C = {(x0 : x1 : x2) ; x2
2x0 = c3x3

1 +c2x2
1x0 +c1x1x2

0 +c0x3
0}

for the constants ci ∈ C of lemma 6.5.5. Then there is a bijection

Φ : C/Λ→C, z 7→ (1 :℘(z) :℘′(z)).

Proof. As℘(z) and℘′(z) are periodic with respect toΛ and satisfy the differential equation
of lemma 6.5.5, it is clear thatΦ is well-defined. (Strictly speaking, forz= 0 we have to
note that℘(z) has a pole of order 2 and℘′(z) has a pole of order 3, so℘(z) = f (z)

z2 and

℘′(z) = g(z)
z3 locally around 0 for some holomorphic functionsf ,g around 0 that do not

vanish at 0. Then

(1 :℘(0) :℘′(0)) = (z3 : z f(z) : g(z))|z=0 = (0 : 0 : 1),

soΦ is well-defined at 0 too.)

Now let (x0 : x1 : x2) ∈C be a given point; we will show that it has exactly one inverse
image point underΦ. By what we have just said this is obvious for the “point at infinity”
(0 : 0 : 1), so let us assume that we are not at this point and hence pass to inhomogeneous
coordinates wherex0 = 1.

We will first look for a numberz∈C such that℘(z) = x1. To do so, consider the integralZ
γ

℘′(z)
℘(z)−x1

dz

over the boundary of any “parallelogram of periodicity” as in the following picture:

Re z

Im z

The integrals along opposite sides of the parallelogram vanish because of the periodicity
of ℘ and℘′, so the integral must be 0. So by the residue theorem of remark 6.5.2 (v) we
get

0 = ∑
z0∈C/Λ

resz0

℘′(z)
℘(z)−x1

. (∗)

Now note that ifF(z) is any meromorphic function of ordern around 0 then

res0
F ′(z)
F(z)

= res0
nanzn−1 + · · ·

anzn + · · ·
= n,

so we conclude from(∗) that ∑z0∈C/Λ ordz0(℘(z)− x1) = 0: the function℘(z)− x1 has
as many zeros as it has poles inC/Λ, counted with multiplicities. (This is a statement
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in complex analysis corresponding to remark 6.3.5.) As℘(z) has a pole of order 2 in the
lattice points, it thus follows that there are exactly two pointsz1,z2∈C/Λ such that℘(z) =
x1. Since the℘-function is an even function, these two points are obviously negatives of
each other. Now as℘′ is an odd function, it follows that℘′(z1) = −℘′(z2). So if we
specify℘(z) and℘′(z) there is exactly one pointz∈C/Λ leading to the given image point
in C. �

Remark6.5.8. We are again in a similar situation as in corollary 6.3.15: we have a bijection
between a groupC/Λ and a varietyC. In fact, one can show that the group structure of
C/Λ is precisely the same as that of Pic0C, so we have just rediscovered our old group
structure on a plane cubic curve. But the group structure is a lot more obvious in this new
picture: e.g. then-torsion points ofC are easily read off to be{

1
n

(iω1 + jω2) ; 0≤ i, j < n

}
.

In particular, there are exactlyn2 pointsP ∈ C such thatn�P = 0, in accordance with
exercise 6.7.11 and lemma 6.4.6.

It should be said however that the bijection of proposition 6.5.7 differs from that of
corollary 6.3.15 in that bothC/Λ andC can independently be made into acomplex man-
ifold (which you should roughly think of as a variety whose structure sheaf consists of
holomorphicfunctions instead of justpolynomial functions). The mapΦ of the above
proposition is then an isomorphism between these two complex manifolds.

Remark6.5.9. The topology of a plane cubic curve becomes very clear from proposition
6.5.7: it is just a parallelogram with opposite sides identified, i.e. a torus. This agrees
with our earlier statements that a smooth plane cubic curve has genus 1, and that the genus
should be thought of as the number of “holes” in the (real) surface.

6.6. Where to go from here. After having discussed some basic algebraic geometry we
now want to sketch which important parts of the general theory are still missing in our
framework.

Example 6.6.1. Intersection theory.Let X ⊂ Pn be a projective variety of dimensionr,
and letX1, . . . ,Xr ⊂ Pn be r hypersurfaces. If the hypersurfaces are in sufficiently general
position, the intersectionX1∩·· ·∩Xr ∩X will be zero-dimensional. B́ezout’s theorem then
tells us that the intersection consists of exactly degX1 · · · · ·degXr ·degX points, counted
with multiplicities.

There is obvious room for generalizations here. Assume that we do not haver hyper-
surfacesX1, . . . ,Xr , but rather closed subvarietiesX1, . . . ,Xs of X whose codimensions inX
add up tor. If these subvarieties are in sufficiently general position then we still expect the
intersectionX1∩·· ·∩Xs∩X to be zero-dimensional. So we can still ask for the number of
points in the intersection and expect a finite answer.

If X = Pr is projective space itself, then the answer is still just degX1 · · · · ·degXs: in Pr

the degree is multiplicative when taking intersections. For generalX the situation is a lot
more subtle though — there is no single number that can be associated to any subvariety
of X and that is just multiplicative with respect to intersections. This is easy to see: if e.g.
X = P1×P1 and we consider the three 1-dimensional subvarieties ofX

X1 = P1×{0}, X2 = P1×{1}, X3 = {0}×P1,

thenX1∩X2 is empty, so if there were numbers associated toX1 andX2 whose product
gives the number of intersection points (namely zero), then one of these two numbers (say
for X1) must obviously itself be zero. But then the product of the numbers forX1 andX3

would also be zero, althoughX1 andX3 intersect in precisely one point.
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It turns out however that there is afinite collectionof numbers that can be associated to
any subvariety ofX such that the number of points inX1∩ ·· · ∩Xs is given by an explicit
multilinear form in these collections of numbers. For example, in theP1×P1 case above,
curves (likeX1,X2,X3 given above) are characterized by theirbidegree(i.e. the bidegree of
the defining equation). In our example, the bidegrees ofX1, X2, andX3 are(1,0), (1,0), and
(0,1), respectively. Two curves of bidegrees(d1,e1) and(d2,e2) then intersect in exactly
d1e2 +d2e1 points.

Setting up a corresponding theory foranyvarietyX is the object ofintersection theory.
It is essentially a well-established theory that can be set up both in algebraic geometry and
(for the ground fieldC) topology. In the latter case it is a part ofalgebraic topology. In
both cases the theory allows you to answer most questions concerning numbers of inter-
section points quite effectively (and without the need for computer algebra techniques).
Intersection theory is used in one form or the other in virtually every geometric field of
mathematics.

Example 6.6.2. Sheaves and vector bundles.Let us illustrate the idea behind vector bun-
dles by an example. In section 4.5 we have shown that every smooth cubic surface inP3

has exactly 27 lines on it. We did this by first proving that the number of lines does not
depend on the particular cubic chosen, and then calculating the number for a specific cubic
for which the answer happened to be directly computable.

Now let us consider a slightly more difficult setting. LetX ⊂ P4 be a (3-dimensional)
smooth hypersurface of degree 5. We will see momentarily that we again expect there to
be a finite number of lines inX. So again we ask for the number of such lines. Compared
to the cubic surface case it is still true that the answer does not depend on the particular
quintic hypersurface chosen. There is no specific quintic any more however for which we
can read off the answer by simply writing down all the lines explicitly. So we need to apply
a different technique to obtain the answer.

As before, we first consider again the Grassmannian varietyG(1,4) of lines inP4 (see
exercise 3.5.4). The dimension ofG(1,4) is 6. Now define the set

E := {(L, f ) ; L ∈G(1,4), f is a homogeneous polynomial of degree 5 onL∼= P1},

so elements ofE are pairs of a line inP4 and a quintic equation on this line. There is an
obvious projection mapπ : E→G(1,4) given by forgettingf .

We claim thatE is a variety in a natural way. In fact, as in exercise 3.5.4 consider the
open subsetU ⊂G(1,4) isomorphic toA6 (with coordinatesa2,b2,a3,b3,a4,b4) where the
line L ∈U can be represented by the matrix(

1 0 a2 a3 a4

0 1 b2 b3 b4

)
. (1)

For every such line we can obviously takex0 andx1 as homogeneous coordinates onL ∼=
P1, so every quintic equation onL is of the form∑i cixi

0x5−i
1 for somec0, . . . ,c5. Then

π−1(U) can obviously be thought of as a 12-dimensional affine space with coordinates
a2,a3,a4,b2,b3,b4,c0, . . . ,c5. As E can be covered by these spaces, it is a 12-dimensional
variety.

Note that the fibersπ−1(L) for L ∈G(1,4) are all 6-dimensional vector spaces, namely
the spaces of degree-5 homogeneous polynomials onL. They are not just 6-dimensional
affine spaces but ratherlinear affine spaces in the sense that it is meaningful to add two
polynomials onL, and to multiply them with a scalar. So two points inE that map to the
same base point inG(1,4) can be “added”, just by summing up their coordinatesci . In
contrast, it doesnot make much sense to add the coefficientsai andbi in two matrices as
in (1), as the resulting line is not related to the two original lines in any obvious way. So
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although the coordinatesa2,a3,a4,b2,b3,b4 in U live in an affine spaceA6, it does not
make sense to think of thisA6 as avectorspace.

Note also thatE is not just the direct product ofG(1,4) with a constant 6-dimensional
vector spacek[x0,x1](5), as the coordinates that we can use on the lineL vary with the line.
Only thefibersof π are all 6-dimensional vector spaces. We say thatE is avector bundle
of rank 6 onG(1,4).

Now let us return to our original question: to count the lines onX. Let f ∈ k[x0, . . . ,x4](5)

be the polynomial whose zero locus isX. There is an obvious morphism

σ : G(1,4)→ E, L 7→ (L, f |L) (2)

such thatπ◦σ = idG(1,4). Such a morphism is called asectionof E: it assigns to every point
L in the baseG(1,4) an element in the vector spaceπ−1(L) “sitting over” L. Note that this
can indeed be thought of as a section in the sheaf-theoretic sense: suppose that we have an
open cover{Ui} of G(1,4) and morphismsσi : Ui→ π−1(Ui) such thatπ◦σi = idUi (i.e. on
everyUi we associate to any pointL∈Ui an element in the vector spaceπ−1(L)). If σi = σ j

onUi ∩U j for all i, j, then there is obviously a global sectionσ : U→ E that restricts to the
σi on theUi . In other words, we can think of the vector bundleE as asheaf, with E(U) (in
the sense of definition 2.2.1) being the space of all morphismsσ : U → π−1(U) such that
π◦σ = idU .

Finally, return to our specific sectionσ in (2). As the fibers ofπ are vector spaces, there
is also a well-definedzero section

σ0 : G(1,4)→ E, L 7→ (L,0).

Obviously, a lineL lies in the quintic hypersurfaceX if and only if f |L = 0, i.e. if and
only if σ(L) = σ0(L). So the number of lines we are looking for is simply the number
of intersection points ofσ(G(1,4)) and σ0(G(1,4)). As these are both 6-dimensional
varieties in the 12-dimensional varietyE, we expect a finite number of such intersection
points, showing that we expect a finite number of lines inX. Their number is now given by
intersection theory methods as explained in example 6.6.1. It can be computed explicitly
and the result turns out to be 2875. (To mention the corresponding keywords: we need
the 6th Chern class of the vector bundleE onG(1,4), and the result can be obtained using
Schubert calculus, i.e. the intersection theory on the GrassmannianG(1,4).)

Another example of a vector bundle on a smoothr-dimensional varietyX is thetangent
bundle: it is just the rank-r vector bundle whose fiber over a pointP ∈ X is the tangent
spaceTX,P. The dual vector bundle (i.e. the rank-r bundle whose fiber over a pointP∈ X
is the dual vector space toTX,P) is called thecotangent bundleand denotedΩX,P. It can be
thought of as the vector bundle ofdifferential formsonX.

Any operations that can be done with vector spaces can be done with vector bundles as
well, just by performing the corresponding operation in every fiber. So there are e.g. direct
sums of vector bundles, tensor products, symmetric products, exterior products, and so on.

If X is a smoothr-dimensional variety, ther-th exterior powerΛrΩX of the cotangent
bundle is called thecanonical bundleand denotedKX. Obviously it is a vector bundle of
rank 1: such bundles are calledline bundles. Its importance (and name) stems from the
fact that it is canonically given for any smooth varietyX.

Vector bundles (and corresponding sheaves) occur in almost any branch of algebraic
geometry, as well as in topology and differential geometry.

Example 6.6.3. Sheaf cohomology.Let X be a variety, and letE be a vector bundle on
X. By the remark above, (global) sectionsσ : X→ E can be added and multiplied with a
scalar, so the space of global sections is in fact a vector space over the ground fieldk. It is
denotedH0(X,E).
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As an example, letX ⊂ P2 be a curve, and letn be an integer. For an open subsetU ⊂X
define

E(U) =
{

f
g

; f ,g∈ S(X) homogeneous with degf −degg = n, g(P) 6= 0 for all P∈U

}
.

These data form a sheafE that can be thought of as the sheaf of regular “functions”
ϕ(x0,x1,x2) on X that satisfyϕ(λx0,λx1,λx2) = λnϕ(x0,x1,x2) under rescaling of the ho-
mogeneous coordinates. An element in the fiber ofE over a pointP is then just given by a
number ink that rescales withλn. SoE is a line bundle. We will usually denote it byO(n).
Forn = 0 we obviously just get the ordinary structure sheafO.

The spacesH0(X,O(n)) of sections are easily written down:

H0(X,O(n)) =

{
S(X)(n) for n≥ 0,

0 for n < 0.

In particular, their dimensions (usually denotedh0(X,O(n))) are just the valueshX(n) of
the Hilbert function. So the Hilbert function can be thought of as the dimension of the
space of global sections of a line bundleO(n).

In our study of Hilbert polynomials we have seen that Hilbert functions and polynomials
are usually computed using exact sequences (of graded vector spaces). In the same way,
the spaces of sectionsH0(X,E) are usually computed using exact sequences of vector
bundles. For example, ifY is a smooth subvariety of a smooth varietyX, then there is an
exact sequence of vector bundles onX

0→ TY→ TX|Y→ NY/X → 0,

whereNY/X is thenormal bundleof Y in X — it is by definition simply the vector bundle
whose fibers are the normal spacesTX,P/TY,P. The sequence is then exact by definition (i.e.
it is exactlocally at every fiber). This does not mean however that the spaces ofglobal
sections necessarily form an exact sequence

0→ H0(Y,TY)→ H0(Y,TX|Y)→ H0(Y,NY/X)→ 0.

In fact one can show that one always gets an exact sequence

0→ H0(Y,TY)→ H0(Y,TX|Y)→ H0(Y,NY/X),

but exactness need not be preserved in the last term: a surjective mapE→ F of vector
bundles need not give rise to a surjective mapH0(X,E)→ H0(X,F) of global sections.
An example is easily found: consider the morphism of vector bundles

O⊕O→ O(2), (ϕ1,ϕ2) 7→ x2
0ϕ1 +x2

1ϕ2

on P1. This is obviously surjective in every fiber — for every pointP = (x0 : x1) ∈ P1 at
least one of the coordinates is non-zero, so by picking suitableϕ1(P) andϕ2(P) we can get
any number forx2

0ϕ1(P)+x2
1ϕ2(P). But the corresponding morphism of global sections

H0(P1,O⊕O)→ H0(P1,O(2))

cannot be surjective simply for dimensional reasons, as the dimensions of these vector
spaces are 2 and 3, respectively.

It turns out however that there are canonically definedcohomology groups Hi(X,E) for
i > 0 and every vector bundleE (in fact even for more general sheaves) such that every
exact sequence

0→ E1→ E2→ E3→ 0
of the bundles gives rise to an exact sequence of cohomology groups

0→ H0(X,E1)→ H0(X,E2)→ H0(X,E3)→ H1(X,E1)→ H1(X,E2)→ H1(X,E3)→ H2(X,E1)→ ··· .
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So every such sequence of vector bundles gives rise to a relation between the (dimensions
of the) cohomology groups: if we set

hi(X,E) = dimH i(X,E) and χ(X,E) = ∑
i
(−1)ihi(X,E)

then

χ(X,E2) = χ(X,E1)+χ(X,E3).

It can be shown that the sums in the definition ofχ(X,E) are always finite. In fact, the
higher cohomology groups vanish in many cases anyway (there are a lot of so-called “van-
ishing theorems”), so that the above long sequence between the cohomology groups is
usually by far not as complicated as it seems to be here.

The problem of computing these numbershi(X,E) (or ratherχ(X,E)) is solved by the
Riemann-Roch theorem: expressed in simple terms this theorem states thatχ(X,E) can
always be computed using the intersection-theoretic data of the vector bundle (namely the
Chern classes mentioned above in example 6.6.2). It is an explicit multilinear function in
these Chern classes that is usually easily computable. In particular,χ(X,O(n)) turns out to
be a polynomial inn — it is just the Hilbert polynomial ofX. There is a vanishing theorem
that implieshi(X,O(n)) = 0 for i > 0 andn� 0, so we arrive at our old characterization
of the Hilbert polynomial as the polynomial that agrees with the Hilbert function for large
n.

In particular, we see that the arithmetic genus of a variety (see example 6.1.10) is just
(−1)dimX(χ(X,O)−1), which obviously doesnot depend on the embedding ofX in pro-
jective space.

The easiest case of the Riemann-Roch theorem is that of line bundles on smooth curves.
If E is a line bundle on a curveX (e.g. a bundle of the formO(n) if X is projective), we
can associate to it:

(i) intersection-theoretic data: given a (rational) section ofE, how many zeros and
poles does this section have? This number is called thedegreeof E. For example,
the degree ofO(n) on a plane curve of degreed is d ·n, as every global section
of O(n) (i.e. a polynomial of degreen) vanishes onX at d ·n points by B́ezout’s
theorem.

(ii) cohomological data: how many sections ofE are there? Ideally we would like
to know h0(X,E), but the Riemann-Roch theorem will only give usχ(X,E) =
h0(X,E)−h1(X,E).

The Riemann-Roch theorem then states that

χ(X,E) = degE +1−g,

whereg is the genus of the curveX. For example, forX = P1 we getχ(X,O(n)) = n+1−0,
which is indeed the Hilbert polynomial ofP1.

Example 6.6.4. Moduli spaces. We have now met several instances already where it
proved useful to make theset of all geometric objects of a certain type into ascheme
(or maybe a variety):

(i) The GrassmannianG(1,n) is a variety that can be thought of as the set of all lines
in Pn.

(ii) The affine spaceAN = k[x0, . . . ,xn](d) (with N =
(n+d

d

)
) can be thought of as the

set of all degree-d hypersurfaces inPn.
(iii) The vector bundleE of example 6.6.2 can be thought of as the set of pairs(L, f ),

whereL is a line inP4 and f is a quintic polynomial onL.
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Schemes whose points describe geometric objects in this sense are calledmoduli spaces.
So we say e.g. thatG(1,n) is the moduli space of lines inPn. There are many other moduli
spaces one may want to consider. The most prominent ones are:

(i) moduli spaces of curves (with a fixed given genus),
(ii) moduli spaces of projective subschemes ofPn with a fixed given Hilbert polyno-

mial (the so-calledHilbert schemes),
(iii) moduli spaces of vector bundles over a given variety,

but you can try to give more or less every set of geometric objects a scheme structure. Such
a scheme structure may or may not exist, and it may or may not behave nicely.

Moduli spaces come into play when you want to considerfamiliesof geometric objects,
e.g. families of varieties. For example, a family of lines inPn over a base schemeB
is simply a morphismf : B→ G(1,n) to the moduli space of lines. This assigns to every
point ofB a line inPn in a continuously varying way (as a morphism is given by continuous
functions). For example, if the ground field isC and you have a sequence of pointsPi in B
converging to a pointP∈ B, then we get a corresponding sequence of linesf (Pi) in Pn that
converges tof (P). We can thus talk about convergence, limits, or “small deformations” of
the objects for which we have a moduli space. Deformations are often a powerful tool to
make complicated objects into easier ones. For example, in example 0.1.3 we computed
the genus of a plane curve by deforming it into a union of lines, for which the genus could
be read off easily.

Example 6.6.5.Classification theory.Closely related to the study of moduli spaces is the
desire to “classify all algebraic varieties” (or other objects occurring in algebraic geome-
try). For smooth curves the result is quite easy to state:

(i) Every smooth curve has a genus (see e.g. example 0.1.1 and 6.1.10) that is a
non-negative integer.

(ii) The moduli space of all smooth curves of a given genusg is an irreducible pro-
jective variety (with only mild singularities). Its dimension is 0 forg = 0, 1 for
g = 1, and 3g−3 for g > 1.

So this result says that curves are characterized by onediscreteinvariant, namely its genus.
Once the genus is fixed, every curve of this genus can be deformed continuously into any
other curve of the same genus. In contrast, curves cannot be deformed into each other if
their genera are different.

For higher-dimensional varieties the situation is a lot more complicated. As above, one
first looks for discrete invariants, i.e. “integers that can be associated to the variety in a
natural way” and that are invariant under deformation. In a second step, one can then ask
for the dimension (and other properties) of the moduli space of varieties with the given
fixed discrete invariants.

Examples of discrete invariants are:

(i) the dimension (of course),
(ii) cohomological or intersection-theoretic properties of the tangent bundle and re-

lated bundles, e.g.hi(X,TX), hi(X,ΩX), the Chern classes of the tangent bundle,
. . .

(iii) the genus(−1)dimX(χ(X,O)−1),
(iv) various intersection-theoretic data, e.g. the collection of numbers and the multi-

linear functions describing intersection products as in example 6.6.1.

For surfaces, this classification problem is solved, but the result is quite complicated. For
higher-dimensional varieties, the problem is still largely unsolved.

6.7. Exercises.
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Exercise 6.7.1.Let X be a collection of four distinct points in somePn. What are the
possible Hilbert functionshX ?

Exercise 6.7.2.Compute the Hilbert function and the Hilbert polynomial of the “twisted
cubic curve”C = {(s3 : s2t : st2 : t3) ; (s : t) ∈ P1} ⊂ P3.

Exercise 6.7.3.Let X ⊂ Pn be a projective scheme with Hilbert polynomialχ. As in
example 6.1.10 define thearithmetic genusof X to beg(X) = (−1)dimX · (χ(0)−1).

(i) Show thatg(Pn) = 0.
(ii) If X is a hypersurface of degreed in Pn, show thatg(X) =

(d−1
n

)
. In particular, if

C⊂ P2 is a plane curve of degreed, theng(C) = 1
2(d−1)(d−2) (compare this

to example 0.1.3).
(iii) Compute the arithmetic genus of the union of the three coordinate axes

Z(x1x2,x1x3,x2x3)⊂ P3.

Exercise 6.7.4.For N = (n+1)(m+1)−1 let X ⊂ PN be the image of the Segre embed-
dingPn×Pm→ PN. Show that the degree ofX is

(n+m
n

)
.

Exercise 6.7.5.Let X be an ellipse in the real planeR2, and letP be a given point onX.
Using only a ruler with no markings, construct the tangent line toX atP.

(In other words: start with a piece of paper which has only the ellipseX and the marked
point P∈ X on it. The only thing you are now allowed to do is to repeatedly draw straight
lines through two points that have already been constructed (the pointP, intersection points
of previously drawn curves, or arbitrarily chosen points). No measuring of lengths or
angles is permitted. Give an algorithm that finally allows you to draw the tangent line toX
atP this way.)

Exercise 6.7.6.Let C⊂ Pn be an irreducible curve of degreed. Show thatC is contained
in a linear subspace ofPn of dimensiond.

Exercise 6.7.7.Let X andY be subvarieties ofPn
k that lie in disjoint linear subspaces of

Pn
k. Recall from exercises 3.5.7 and 4.6.1 that the joinJ(X,Y)⊂ Pn

k of X andY is defined
to be the union of all linesPQwith P∈ X andQ∈Y.

(i) Show thatS(J(X,Y))(d) ∼=
L

i+ j=d S(X)(i)⊗k S(X)( j).
(ii) Show that degJ(X,Y) = degX ·degY.

Exercise 6.7.8.Let C1 = { f1 = 0} andC2 = { f2 = 0} be affine curves inA2
k, and let

P∈C1∩C2 be a point. Show that the intersection multiplicity ofC1 andC2 at P (i.e. the
length of the component atP of the intersection schemeC1∩C2) is equal to the dimension
of the vector spaceOA2,P/( f1, f2) overk.

Exercise 6.7.9.Let C1,C2 ⊂ P2 be distinct smooth cubic curves, and assume thatC1 and
C2 intersect in 9 (distinct) pointsP1, . . . ,P9. Prove that every cubic curve passing through
P1, . . . ,P8 also has to pass throughP9.

Can you find a stronger version of this statement that applies in the case that the inter-
section multiplicities inC1∩C2 are not all equal to 1 ?

Exercise 6.7.10.Let C be a smooth cubic curve of the form

C = {(x : y : z) ; y2z= x3 +axz2 +bz3} ⊂ P2
k

for some givena,b ∈ k. (It can be shown that every cubic can be brought into this form
by a change of coordinates.) Pick the pointP0 = (0 : 1 : 0) as the zero element for the
group structure onC. For given pointsP1 = (x1 : y1 : 1) andP2 = (x2 : y2 : 1) compute
explicitly the coordinates of the inverse	P1 and of the sumP1⊕P2. Conclude that the
group structure onC is well-defined even ifk is not necessarily algebraically closed.
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Exercise 6.7.11.LetC⊂ P2
C be a smooth cubic curve, and letP∈C be an inflection point

of C. Show that there are exactly 4 tangents ofC that pass throughP. Conclude that there
are exactly 4 divisor classesD in PicC such that 2D = 0.

Exercise 6.7.12.LetC⊂ P2 be a smooth cubic curve, and letP,Q∈C be two points. Show
that there is an isomorphismf : C→C with f (P) = Q. Is this isomorphism unique?

Exercise 6.7.13.Check that the cubic curveC ⊂ P2
C defined by a latticeΛ ⊂ C as in

proposition 6.5.7 is smooth.

Exercise 6.7.14.Using the complex analysis methods of section 6.5, reprove the statement
of proposition 6.3.13 that there is no rational functionϕ on a smooth plane complex cubic
curveC with divisor (ϕ) = P−Q if P andQ are two distinct points onC.

Exercise 6.7.15.Let C⊂ P2
C be a smooth cubic curve arising from a latticeΛ⊂ C. Show

that the group structure of Pic0
C is isomorphic to the natural group structure ofC/Λ.

Exercise 6.7.16.Let Λ ⊂ C be a lattice. Given a pointz∈ C/Λ and anyn ∈ Z, it is
obviously very easy to find a pointw∈ C/Λ such thatn ·w = z (in the group structure of
C/Λ). Isn’t this a contradiction to the idea of example 6.4.8?
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7. MORE ABOUT SHEAVES

We present a detailed study of sheaves on a scheme X, in particular sheaves of OX-
modules. For any presheaf F ′ on X there is an associated sheaf F that describes “the
same objects as F ′ but with the conditions on the sections made local”. This allows
us to define sheaves by constructions that would otherwise only yield presheaves. We
can thus construct e.g. direct sums of sheaves, tensor products, kernels and cokernels
of morphisms of sheaves, as well as push-forwards and pull-backs along morphisms
of schemes.

A sheaf of OX-modules is called quasi-coherent if it is induced by an R-module
on every affine open subset U = SpecR of X. Almost all sheaves that we will con-
sider are of this form. This reduces local computations regarding these sheaves to
computations in commutative algebra.

A quasi-coherent sheaf on X is called locally free of rank r if it is locally iso-
morphic to O⊕r

X . Locally free sheaves are the most well-behaved sheaves; they
correspond to vector bundles in topology. Any construction and theorem valid for
vector spaces can be carried over to the category of locally free sheaves. Locally free
sheaves of rank 1 are called line bundles.

For any morphism f : X → Y we define the sheaf of relative differential forms
ΩX/Y on X relative Y. The most important case is when Y is a point, in which case
we arrive at the sheaf ΩX of differential forms on X. It is locally free of rank dimX
if and only if X is smooth. In this case, its top alternating power ΛdimXΩX is a line
bundle ωX called the canonical bundle. On a smooth projective curve it has degree
2g−2, where g is the genus of the curve.

On every smooth curve X the line bundles form a group which is isomorphic to
the Picard group PicX of divisor classes. A line bundle together with a collection
of sections that do not vanish simultaneously at any point determines a morphism to
projective space.

If f : X→Y is a morphism of smooth projective curves, the Riemann-Hurwitz for-
mula states that the canonical bundles of X and Y are related by ωX = f ∗ωY⊗OX(R),
where R is the ramification divisor. For any smooth projective curve X of genus g
and any divisor D the Riemann-Roch theorem states that h0(D)− h0(KX −D) =
degD+1−g, where h0(D) denotes the dimension of the space of global sections of
the line bundle O(D) associated to D.

7.1. Sheaves and sheafification.The first thing we have to do to discuss the more ad-
vanced topics mentioned in section 6.6 is to get a more detailed understanding of sheaves.
Recall from section 2.2 that we defined a sheaf to be a structure on a topological spaceX
that describes “function-like” objects that can be patched together from local data. Let us
first consider an informal example of a sheaf that is not just the sheaf of regular functions
on a scheme.

Example 7.1.1. Let X be a smooth complex curve. For any open subsetU ⊂ X, we have
seen that the ring of regular functionsOX(U) onU can be thought of as the ring of complex-
valued functionsϕ : U → C,P 7→ ϕ(P) “varying nicely” (i.e. as a rational function) with
P.

Now consider the “tangent sheaf”TX, i.e. the sheaf “defined” by

TX(U) = {ϕ = (ϕ(P))P∈U ; ϕ(P) ∈ TX,P“varying nicely withP”}

(of course we will have to make precise what “varying nicely” means). In other words, a
sectionϕ ∈ TX(U) is just given by specifying a tangent vector at every point inU . As an
example, here is a picture of a section ofTP1(P1):
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P

TX,P

φ(P)

As the tangent spacesTX,P are all one-dimensional complex vector spaces,ϕ(P) can again
be thought of as being specified by a single complex number, just as for the structure sheaf
OX. The important difference (that is already visible from the definition above) is that
these one-dimensional vector spaces vary withP and thushave no canonical identification
with the complex numbers. For example, it does not make sense to talk about “the tangent
vector 1” at a pointP. Consequently, there is no analogue of “constant functions” for
sections of the tangent sheaf. In fact, we will see in lemma 7.4.15 that every global section
of TP1 has two zeros, so there is really no analogue of constant functions. (In the picture
above, the north pole of the sphere is a point where the section ofTP1 would be ill-defined
if we do not choose a section in which the lengths of the tangent vectors approach zero
towards the north pole.) Hence we have seen that the tangent sheaf ofP1 is a sheaf that
is not isomorphic to the structure sheafOP1 although its sections are given locally by “one
complex number varying nicely”.

(We should mention that the above property ofP1 is purely topological: there is not
even a continuous nowhere-zero tangent field on the unit ball inR3. This is usually called
the “hairy ball theorem” and stated as saying that “you cannot comb a hedgehog (i.e. a
ball) without a bald spot”.)

Let us now get more rigorous. Recall that a presheaf of ringsF on a topological space
X was defined to be given by the data:

• for every open setU ⊂ X a ringF (U),
• for every inclusionU ⊂V of open sets inX a ring homomorphismρV,U : F (V)→

F (U) called the restriction map,

such that

• F ( /0) = 0,
• ρU,U is the identity map for allU ,
• for any inclusionU ⊂V ⊂W of open sets inX we haveρV,U ◦ρW,V = ρW,U .

The elements ofF (U) are then called the sections ofF overU , and the restriction maps
ρV,U are written asf 7→ f |U . The space of global sectionsF (X) is often denotedΓ(F ).

A presheafF of rings is called a sheaf of rings if it satisfies the following glueing
property: ifU ⊂X is an open set,{Ui} an open cover ofU and fi ∈ F (Ui) sections for alli
such thatfi |Ui∩U j = f j |Ui∩U j for all i, j, then there is a uniquef ∈ F (U) such thatf |Ui = fi
for all i. In other words, sections of a sheaf can be patched from compatible local data.

The same definition applies equally to categories other than rings, e.g. we can define
sheaves of Abelian groups,k-algebras, and so on. For a ringed space(X,OX), e.g. a
scheme, we can also definesheaves ofOX-modules in the obvious way: everyF (U) is
required to be anOX(U)-module, and these module structures have to be compatible with
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the restriction maps in the obvious sense. For example, the tangent sheaf of example 7.1.1
on a curveX is a sheaf ofOX-modules: “sections of the tangent sheaf can be multiplied
with regular functions”.

Example 7.1.2.Let X⊂PN be a projective variety over an algebraically closed fieldk, and
let S(X) = S=

L
d≥0S(d) be its homogeneous coordinate ring. For any integern, let K(n)

be then-th graded piece of the localization ofS at the non-zero homogeneous elements,
i.e.

K(n) =
{

f
g

; f ∈ S(d+n),g∈ S(d) for somed≥ 0 andg 6= 0

}
.

Now for anyP∈ X and open setU ⊂ X we set

OX(n)P =
{

f
g
∈ K(n) ; g(P) 6= 0

}
and OX(n)(U) =

\
P∈U

OX(n)P.

Forn = 0 this is precisely the definition of the structure sheaf, soOX(0) = OX. In general,
OX(n) is a sheaf ofOX-modules whose sections can be thought of as “functions” of degree
n in the homogeneous coordinates ofX. For example:

(i) Every homogeneous polynomial of degreen defines a global section ofOX(n).
(ii) There are no global sections ofOX(n) for n < 0.

(iii) In P1 with homogeneous coordinatesx0,x1, we have

1
x0
∈ OP1(−1)(U)

for U = {(x0 : x1) ; x0 6= 0}.
Note that on the distinguished open subsetXxi (wherexi are the coordinates ofPN) the
sheafOX(n) is isomorphic to the structure sheafOX: for every open subsetU ⊂ Xxi the
maps

OX(U)→ OX(n)(U), ϕ 7→ ϕ ·xn
i and OX(n)(U)→ OX(U), ϕ 7→ ϕ

xn
i

give an isomorphism, henceOX(n)|Xxi
∼= OX|Xxi

. So OX(n) is locally isomorphic to the
structure sheaf, but notglobally. (This is the same situation as for the tangent sheaf of a
smooth curve in example 7.1.1.)

The sheavesO(n) on a projective variety (or more generally on a projective scheme)
are called thetwisting sheaves. They are probably the most important sheaves after the
structure sheaf.

If we want to deal with more general sheaves, we certainly need to set up a suitable
category, i.e. we have to define morphisms of sheaves, kernels, cokernels, and so on. Let
us start with some simple definitions.

Definition 7.1.3. Let X be a topological space. Amorphism f : F1→ F2 of presheaves
of abelian groups (or rings, sheaves ofOX-modules etc.) onX is a collection of group
homomorphisms (resp. ring homomorphisms,OX(U)-module homomorphisms etc.)fU :
F1(U)→ F2(U) for every open subsetU ⊂ X that commute with the restriction maps, i.e.
the diagram

F1(U)
ρU,V //

fU
��

F1(V)

fV
��

F2(U)
ρU,V // F2(V)

is required to be commutative.
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Example 7.1.4. If X ⊂ PN is a projective variety andf ∈ k[x0, . . . ,xN] is a homogeneous
polynomial of degreed, we get morphisms of sheaves ofOX-modules

OX(n)→ OX(n+d), ϕ 7→ f ·ϕ

for all n.

Definition 7.1.5. If f : X→ Y is a morphism of topological spaces andF is a sheaf on
X, then we define thepush-forward f∗F of F to be the sheaf onY given by f∗F (U) =
F ( f−1(U)) for all open subsetsU ⊂Y.

Example 7.1.6. By definition, a morphismf : X→ Y of ringed spaces comes equipped
with a morphism of sheavesOY→ f∗OX. This is exactly given by the data of the pull-back
morphismsOY(U)→ OX( f−1(U)) for all open subsetsU ⊂Y (see definition 5.2.1).

Definition 7.1.7. Let f : F1→ F2 be a morphism of sheaves of e.g. Abelian groups on a
topological spaceX. We define thekernel ker f of f by setting

(ker f )(U) = ker( fU : F1(U)→ F2(U)).

We claim that kerf is a sheaf onX. In fact, it is easy to see that kerf with the obvious
restriction maps is a presheaf. Now let{Ui} be an open cover of an open subsetU ⊂ X,
and assume we are givenϕi ∈ ker(F1(Ui)→ F2(Ui)) that agree on the overlapsUi ∩U j . In
particular, theϕi are then inF1(Ui), so we get a uniqueϕ ∈ F1(U) with ϕ|Ui = ϕi asF1

is a sheaf. Moreover,f (ϕi) = 0, so( f (ϕ))|Ui = 0 by definition 7.1.3. AsF2 is a sheaf, it
follows that f (ϕ) = 0, soϕ ∈ ker f .

What the above argument boils down to is simply that the property of being in the
kernel, i.e. of being mapped to zero under a morphism, is alocal property — a function is
zero if it is zero on every subset of an open cover. So the kernel is again a sheaf.

Remark7.1.8. Now consider the dual case to definition 7.1.7, namely cokernels. Again let
f : F1→ F2 be a morphism of sheaves of e.g. Abelian groups on a topological spaceX.
As above we define a presheaf coker′ f by setting

(coker′ f )(U) = coker( fU : F1(U)→ F2(U)) = F2(U)/ im fU .

Note however that coker′ f is not a sheaf. To see this, consider the following example. Let
X = A1\{0}, Y = A2\{0}, and leti : X → Y be the inclusion morphism(x1) 7→ (x1,0).
Let i# : OY → i∗OX be the induced morphisms of sheaves onY of example 7.1.6, and
consider the presheaf coker′ i# on Y. Look at the cover ofY by the affine open subsets
U1 = {x1 6= 0} ⊂Y andU2 = {x2 6= 0} ⊂Y. Then the maps

k

[
x1,

1
x1

,x2

]
= OY(U1)→ OX(U1∩X) = k

[
x1,

1
x1

]
and k

[
x1,x2,

1
x2

]
= OY(U2)→ OX(U2∩X) = 0

are surjective, hence(coker′ i#)(U1) = (coker′ i#)(U2) = 0. But on global sections the map

k[x1,x2] = OY(Y)→ OX(X) = k

[
x1,

1
x1

]
is not surjective, hence(coker′ i#)(Y) 6= 0. This shows that coker′ i# cannot be a sheaf —
the zero section on the open cover{U1,U2} has nouniqueextension to a global section on
Y.

What the above argument boils down to is simply that being in the cokernel of a mor-
phism, i.e. of being a quotient inF2(U)/ im fU , is not a local property — it is a question
about finding a global section ofF2 onU that cannot be answered locally.
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Example 7.1.9. Here is another example showing that quite natural constructions involv-
ing sheaves often lead to only presheaves because the constructions are not local. Let
X ⊂ PN be a projective variety. Consider the tensor product presheaf of the sheavesOX(1)
andOX(−1), defined by

(OX(1)⊗′OX(−1))(U) = OX(1)(U)⊗OX(U) OX(−1)(U).

As OX(1) describes “functions” of degree 1 andOX(−1) “functions” of degree−1, we ex-
pect products of them to be true functions of pure degree 0 in the homogeneous coordinates
of X. In other words, the tensor product ofOX(1) with OX(−1) should just be the structure
sheafOX. However,OX(1)⊗′ OX(−1) is not even a sheaf: consider the caseX = P1 and
the open subsetsU0 = {x0 6= 0} andU1 = {x1 6= 0}. On these open subsets we have the
sections

x0⊗
1
x0
∈ (OX(1)⊗′OX(−1))(U0)

and x1⊗
1
x1
∈ (OX(1)⊗′OX(−1))(U1).

Obviously, both these local sections are the constant function 1, so in particular they agree
on the overlapU0∩U1. But there is no global section inOX(1)(X)⊗OX(X) OX(−1)(X) that
corresponds to the constant function 1, asOX(−1) has no non-zero global sections at all.

The way out of this trouble is called sheafification. This means that for any presheaf
F ′ there is an associated sheafF that is “very close” toF ′ and that should usually be
the object that one wants. Intuitively speaking, if the sections of a presheaf are thought
of as function-like objects satisfying some conditions, then the associated sheaf describes
the same objectswith the conditions on them made local. In particular, if we look atF ′
locally, i.e. at the stalks, then we should not change anything; it is just the global structure
that changes. We have done this construction quite often already without explicitly saying
so, e.g. in the construction of the structure sheaf of schemes in definition 5.1.11. Here is
the general construction:

Definition 7.1.10. Let F ′ be a presheaf on a topological spaceX. Thesheafificationof
F ′, or the sheafassociated tothe presheafF ′, is defined to be the sheafF such that

F (U) := {ϕ = (ϕP)P∈U with ϕP ∈ F ′P for all P∈U

such that for everyP∈U there is a neighborhoodV in U

and a sectionϕ′ ∈ F ′(V) with ϕQ = ϕ′Q ∈ F ′Q for all Q∈V.}

(For the notion of the stalkF ′P of a presheafF ′ at a pointP∈ X see definition 2.2.7.) It is
obvious that this defines a sheaf.

Example 7.1.11.Let X ⊂ AN be an affine variety. LetO ′X be the presheaf given by

O ′X(U) =
{

ϕ : U → k ; there aref ,g∈ k[x1, . . . ,xN] with g(P) 6= 0

andϕ(P) = f (P)
g(P) for all P∈U

}
for all open subsetsU ⊂ X, i.e. the “presheaf of functions that are (globally) quotients of
polynomials”. Then the structure sheafOX is the sheafification ofO ′X, i.e. the sheaf of
functions that are locally quotients of polynomials. We have seen in example 2.1.7 that in
generalO ′X differs fromOX, i.e. it is in general not a sheaf.

Example 7.1.12. If X is a topological space andF the presheaf of constant real-valued
functions onX, then the sheafification ofF is the sheaf oflocally constant functions onX
(see also remark 2.2.5).

The sheafification has the following nice and expected properties:
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Lemma 7.1.13. Let F ′ be a presheaf on a topological space X, and letF be its sheafifi-
cation.

(i) The stalksFP andF ′P agree at every point P∈ X.
(ii) If F ′ is a sheaf, thenF = F ′.

Proof. (i): The isomorphism between the stalks is given by the following construction:

• An element ofFP is by definition represented by(U,ϕ), whereU is an open
neighborhood ofP andϕ = (ϕQ)Q∈U is a section ofF overU . To this we can
associate the elementϕP ∈ F ′P.

• An element ofF ′P is by definition represented by(U,ϕ), whereϕ ∈ F ′(U). To
this we can associate the element(ϕQ)Q∈U in F (U), which in turn defines an
element ofFP.

(ii): Note that there is always a morphism of presheavesF ′ → F given by F ′(U)→
F (U),ϕ 7→ (ϕP)P∈U .

Now assume thatF ′ is a sheaf; we will construct an inverse morphismF → F ′. Let
U ⊂ X be an open subset andϕ = (ϕP)P∈U ∈ F (U) a section ofF . For everyP∈U the
germϕP ∈ F ′P is represented by some(V,ϕ) with ϕ ∈ F ′(V). As P varies overU , we are
thus getting sections ofF ′ on an open cover ofU that agree on the overlaps. AsF ′ is a
sheaf, we can glue these sections together to give a global section inF ′(U). �

Using sheafification, we can now define all the “natural” constructions that we would
expect to be possible:

Definition 7.1.14. Let f : F1→ F2 be a morphism of sheaves of e.g. Abelian groups on a
topological spaceX.

(i) The cokernel cokerf of f is defined to be the sheaf associated to the presheaf
coker′ f .

(ii) The morphismf is calledinjective if ker f = 0. It is calledsurjective if coker f =
0.

(iii) If the morphism f is injective, its cokernel is also denotedF2/F1 and called the
quotient of F2 by F1.

(iv) As usual, a sequence of sheaves and morphisms

· · · → Fi−1→ Fi → Fi+1→ ···

is calledexact if ker(Fi → Fi+1) = im(Fi−1→ Fi) for all i.

Remark7.1.15. Let us rephrase again the results of definition 7.1.7 and remark 7.1.8 in
this new language:

(i) A morphism f : F1 → F2 of sheaves is injective if and only if the mapsfU :
F1(U)→ F2(U) are injective for allU .

(ii) If a morphism f : F1→ F2 of sheaves is surjective, this doesnot imply that all
mapsfU : F1(U)→ F2(U) are surjective. (The converse of this is obviously true
however: if all mapsfU : F1(U)→ F2(U) are surjective, then coker′ f = 0, so
cokerf = 0.)

This very important fact is the basis of the theory of cohomology, see chapter 8.

Example 7.1.16. Let X = P1
k with homogeneous coordinatesx0,x1. Consider the mor-

phism of sheavesf : OX(−1)→ OX given by the linear polynomialx0 (see example 7.1.4).

We claim thatf is injective. In fact, every section ofOX(−1) over an open subset ofX

has the formg(x0,x1)
h(x0,x1) for some homogeneous polynomialsg,h with degg−degh=−1. But

f (g
h) = gx0

h is zeroon an open subset of Xif and only if g = 0 (note that we are not asking
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for zeros ofgx0
h , but we are asking whether this function vanishes on a whole open subset).

As this means thatgh itself is zero, we see that the kernel off is trivial, i.e. f is injective.

We have seen already in example 7.1.2 thatf is in fact an isomorphism when restricted
to U = X\{P} whereP := (0 : 1). In particular, f is surjective when restricted toU .
However,f is not surjective onX (otherwise it would be an isomorphism, which is not true
as we already know). Let us determine its cokernel.

First we have to compute the cokernel presheaf coker′ f . Consider an open subsetU ⊂
X. By the above argument,(coker′ f )(U) = 0 if P /∈U . So assume thatP∈U . Then we
have an exact sequence ofOX(U)-modules

0 → OX(−1)(U) → OX(U) → k → 0
g
h 7→ gx0

h
ϕ = g

h 7→ ϕ(P)

as the functions in the image ofOX(−1)(U)→ OX are precisely those that vanish onP. So
we have found that

(coker′ f )(U) =

{
k if P∈U ,

0 if P /∈U .

It is easily verified that coker′ f is in fact a sheaf. It can be thought of as the ground field
k “concentrated at the pointP”. For this reason it is often called askyscraper sheafand
denotedkP.

Summarizing, we have found the exact sequence of sheaves ofOX-modules

0→ OX(−1)
·x0→ OX → kP→ 0.

Example 7.1.17.Let F1,F2 be two sheaves ofOX-modules on a ringed spaceX. Then we
can define the direct sum, the tensor product, and the dual sheaf in the obvious way:

(i) The direct sum F1⊕F2 is the sheaf ofOX-modules defined by(F1⊕F2)(U) =
F1(U)⊕F2(U). (It is easy to see that this is a sheaf already, so that we do not
need sheafification.)

(ii) The tensor product F1⊗F2 is the sheaf ofOX-modules associated to the presheaf
U 7→ F1(U)⊗OX(U) F2(U).

(iii) The dual F ∨1 of F1 is the sheaf ofOX-modules associated to the presheafU 7→
F1(U)∨ = HomOX(U)(F1(U),OX(U)).

Example 7.1.18.Similarly to example 7.1.16 consider the morphismf : OX(−2)→ OX

of sheaves onX = P1
k given by multiplication withx0x1 (instead of withx0). The only

difference to the above example is that the functionx0x1 vanishes at two pointsP0 = (0 : 1),
P1 = (1 : 0). So this time we get an exact sequence of sheaves

0→ OX(−2)
·x0x1→ OX → kP0⊕kP1→ 0,

where the last morphism is evaluation at the pointsP0 andP1.

The important difference is that this time the cokernel presheaf isnot equal to the co-
kernel sheaf: if we consider our exact sequence on global sections, we get

0→ Γ(OX(−2))→ Γ(OX)→ k⊕k,

whereΓ(OX(−2)) = 0, andΓ(OX) are just the constant functions. But the last morphism
is evaluation atP andQ, and constant functions must have the same value atP andQ. So
the last mapΓ(OX)→ k⊕ k is not surjective, indicating that some sheafification is going
on. (In example 7.1.16 we only had to evaluate at one point, and the corresponding map
was surjective.)
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Example 7.1.19.OnX = PN, we haveOX(n)⊗OX(m) = OX(n+m), with the isomorphism
given on sections by

f1
g1
⊗ f2

g2
7→ f1 f2

g1g2
.

Similarly, we haveOX(n)∨ = OX(−n), as theOX(U)-linear homomorphisms fromOX(n)
to OX are precisely given by multiplication with sections ofOX(−n).

7.2. Quasi-coherent sheaves.It turns out that sheaves of modules are still too general
objects for many applications — usually one wants to restrict to a smaller class of sheaves.
Recall that any ringR determines an affine schemeX = SpecR together with its structure
sheafOX. Hence one would expect that anyR-moduleM determines a sheaf̃M of OX-
modules onX. This is indeed the case, and almost any sheaf ofOX-modules appearing
in practice is of this form. For computations, this means that statements about this sheaf
M̃ on X are finally reduced to statements about theR-moduleM. But it does not follow
from the definitions that a sheaf ofOX-modules has to be induced by someR-module in
this way (see example 7.2.3), so we will say that it is quasi-coherent if it does, and in most
cases restrict our attention to these quasi-coherent sheaves. IfX is a general scheme, we
accordingly require that it has an open cover by affine schemes SpecRi over which the
sheaf is induced by anRi-module for alli.

Let us start by showing how anR-moduleM determines a sheaf of modules̃M on
X = SpecR. This is essentially the same construction as for the structure sheaf in definition
5.1.11.

Definition 7.2.1. Let R be a ring,X = SpecR, and letM be anR-module. We define a
sheaf ofOX-modulesM̃ onX by setting

M̃(U) := {ϕ = (ϕp)p∈U with ϕp ∈Mp for all p ∈U

such that “ϕ is locally of the formm
r for m∈M, r ∈ R”}

= {ϕ = (ϕp)p∈U with ϕp ∈Mp for all p ∈U

such that for everyp ∈U there is a neighborhoodV in U andm∈M, r ∈ R

with r /∈ q andϕq = m
r ∈Mq for all q ∈V}.

It is clear from the local nature of the definition thatM̃ is a sheaf.

The following proposition corresponds exactly to the statement of proposition 5.1.12
for structure sheaves. Its proof can be copied literally, replacingR by M at appropriate
places.

Proposition 7.2.2. Let R be a ring, X= SpecR, and let M be an R-module.

(i) For everyp ∈ X the stalk ofM̃ at p is Mp.
(ii) For every f∈ R we haveM̃(Xf ) = M f . In particular, M̃(X) = M.

Example 7.2.3.The following example shows that not all sheaves ofOX-modules onX =
SpecRhave to be of the formM̃ for someR-moduleM.

Let X = A1
k, and letF be the sheaf associated to the presheaf

U 7→

{
OX(U) if 0 /∈U ,

0 if 0 ∈U .

with the obvious restriction maps. ThenF is a sheaf ofOX-modules. The stalkF0 is zero,
whereasFP = OX,P for all other pointsP∈ X.

Note thatF has no non-trivial global sections: ifϕ ∈ F (X) then we obviously must
haveϕ0 = 0∈ F0, which by definition of sheafification means thatϕ is zero in some neigh-
borhood of 0. But asX is irreducible,ϕ must then be the zero function. Hence it follows
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thatF (X) = 0. So if F was of the formM̃ for someR-moduleM, it would follow from
proposition 7.2.2 (ii) thatM = 0, henceF would have to be the zero sheaf, which it obvi-
ously is not.

Definition 7.2.4. Let X be a scheme, and letF be a sheaf ofOX-modules. We say thatF
is quasi-coherentif for every affine open subsetU = SpecR⊂ X the restricted sheafF |U
is of the formM̃ for someR-moduleM.

Remark7.2.5. It can be shown that it is sufficient to require the condition of the definition
only for every open subset in an affine open cover ofX (see e.g. [H] proposition II.5.4). In
other words, quasi-coherence is a local property.

Example 7.2.6. On any scheme the structure sheaf is quasi-coherent. The sheavesOX(n)
are quasi-coherent on any projective subscheme ofPN as they are locally isomorphic to
the structure sheaf. In the rest of this section we will show that essentially all operations
that you can do with quasi-coherent sheaves yield again quasi-coherent sheaves. Therefore
almost all sheaves that occur in practice are in fact quasi-coherent.

Lemma 7.2.7. Let R be a ring and X= SpecR.

(i) For any R-modules M,N there is a one-to-one correspondence

{morphisms of sheaves̃M→ Ñ}↔ {R-module homomorphisms M→ N}.

(ii) A sequence of R-modules0→ M1→ M2→ M3→ 0 is exact if and only if the
sequence of sheaves0→ M̃1→ M̃2→ M̃3→ 0 is exact on X.

(iii) For any R-modules M,N we haveM̃⊕ Ñ = (M⊕N)˜.
(iv) For any R-modules M,N we haveM̃⊗ Ñ = (M⊗N)˜.
(v) For any R-module M we have(M̃)∨ = (M∨)˜.

In particular, kernels, cokernels, direct sums, tensor products, and duals of quasi-coherent
sheaves are again quasi-coherent on any scheme X.

Proof. (i): Given a morphismM̃→ Ñ, taking global sections gives anR-module homomor-
phismM→ N by proposition 7.2.2 (ii). Conversely, anR-module homomorphismM→ N
gives rise to morphisms between the stalksMp→ Np for all p, and therefore by definition
determines a morphism̃M → Ñ of sheaves. It is obvious that these two operations are
inverse to each other.

(ii): By exercise 7.8.2, exactness of a sequence of sheaves can be seen on the stalks.
Hence by proposition 7.2.2 (i) the statement follows from the algebraic fact that the se-
quence 0→M1→M2→M3→ 0 is exact if and only if 0→ (M1)p→ (M2)p→ (M3)p→ 0
is for all prime idealsp ∈ R.

(iii), (iv), and (v) follow in the same way as (ii): the statement can be checked on
the stalks, hence it follows from the corresponding algebraic fact about localizations of
modules. �

Example 7.2.8. Let X = P1 andP = (0 : 1) ∈ X. The skyscraper sheafkP of example
7.1.16 is quasi-coherent by lemma 7.2.7 as it is the cokernel of a morphism of quasi-
coherent sheaves. One can also check explicitly thatkP is quasi-coherent: ifU0 = {x0 6=
0} = P1\{P} andU1 = {x1 6= 0} = Speck[x0] ∼= A1 then kP|U0 = 0 (so it is the sheaf
associated to the zero module) andkP|U1

∼= M̃ whereM = k is thek[x0]-module with the
module structure

k[x0]×k→ k

( f ,λ) 7→ f (0) ·λ.
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Proposition 7.2.9.Let f : X→Y be a morphism of schemes, and letF be a quasi-coherent
sheaf on X. Assume moreover that every open subset of X can be covered byfinitely many
affine open subsets (this should be thought of as a technical condition that is essentially
always satisfied — it is e.g. certainly true for all subschemes of projective spaces). Then
f∗F is quasi-coherent on Y.

Proof. Let us first assume thatX andY are affine, soX = SpecR, Y = SpecS, andF =
M̃ for someR-moduleM. Then it follows immediately from the definitions thatf∗F =
(M as anS-module)˜, hence push-forwards of quasi-coherent sheaves are quasi-coherent if
X andY are affine.

In the general case, note that the statement is local onY, so we can assume thatY is
affine. But it is not local onX, so we cannot assume thatX is affine. Instead, coverX by
affine opensUi , and coverUi ∩U j by affine opensUi, j,k. By our assumption, we can take
these covers to be finite.

Now the sheaf property forF says that for every open setV ⊂Y the sequence

0→ F ( f−1(V))→
M

i

F ( f−1(V)∩Ui)→
M
i, j,k

F ( f−1(V)∩Ui, j,k)

is exact, where the last map is given by(. . . ,si , . . .) 7→ (. . . ,si |Ui, j,k − sj |Ui, j,k, . . .). This
means that the sequence of sheaves onY

0→ f∗F →
M

i

f∗(F |Ui )→
M
i, j,k

f∗(F |Ui, j,k)

is exact. But as we have shown the statement already for morphisms between affine
schemes and as finite direct sums of quasi-coherent sheaves are quasi-coherent, the last two
terms in this sequence are quasi-coherent. Hence the kernelf∗F is also quasi-coherent by
lemma 7.2.7. �

Example 7.2.10.With this result we can now define (and motivate) what a closed embed-
ding of schemes is. Note that for historical reasons closed embeddings are usually called
closed immersions in algebraic geometry (in contrast to differential geometry, where an
immersion is defined to be alocal embedding).

We say that a morphismf : X→Y of schemes is aclosed immersionif

(i) f is a homeomorphism onto a closed subset ofY, and
(ii) the induced morphismOY→ f∗OX is surjective.

The kernel of the morphismOY→ f∗OX is then called theideal sheafIX/Y of the immer-
sion.

Let us motivate this definition. We certainly want condition (i) to hold on the level
of topological spaces. But this is not enough — we have seen that even isomorphisms
cannot be detected on the level of topological spaces (see example 2.3.8), so we need some
conditions on the structure sheaves as well. We have seen in example 5.2.3 that a closed
immersion should be a morphism that is locally of the form SpecR/I → SpecR for some
ideal I ⊂ R. In fact, this is exactly what condition (ii) means: assume that we are in the
affine case, i.e.X = SpecSandY = SpecR. AsOY and f∗OX are quasi-coherent (the former
by definition and the latter by proposition 7.2.9), so is the kernel ofOY→ f∗OX by lemma
7.2.7. So the exact sequence

0→IX/Y→ OY→ f∗OX → 0

comes from an exact sequence ofR-modules

0→ I → R→ S→ 0
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by lemma 7.2.7 (ii). In other words,I ⊂ R is an ideal ofR, andS= R/I . So indeed the
morphism f is of the form SpecR/I → SpecR and therefore corresponds to an inclusion
morphism of a closed subset.

Example 7.2.11.Having studied push-forwards of sheaves, we now want to consider pull-
backs, i.e. the “dual” situation: given a morphismf : X→Y and a sheafF onY, we want
to construct a “pull-back” sheaff ∗F on X. Note that this should be “more natural” than
the push-forward, as sheaves describe “function-like” objects, and for functions pull-back
is more natural than push-forward: given a “function”ϕ : Y→ k, there is set-theoretically
a well-defined pull-back functionϕ◦ f : X→ k. In contrast, a functionϕ : X→ k does not
give rise to a functionY→ k in a natural way.

Let us first consider the affine case: assume thatX = SpecR, andY = SpecS, so that
the morphismf corresponds to a ring homomorphismS→ R. Assume moreover that the
sheafF onY is quasi-coherent, so that it corresponds to anS-moduleM. ThenM⊗SR is
a well-definedR-module, and the corresponding sheaf onX should be the pull-backf ∗F .
Indeed, if e.g.M = S, i.e. F = OY, thenM⊗SR= S⊗SR= R, so f ∗F = OX: pull-backs
of regular functions are just regular functions.

This is our “local model” for the pull-back of sheaves. To show that this extends to the
global case (and to sheaves that are not necessarily quasi-coherent), we need a different
description though. So assume now thatX, Y, andF are arbitrary. The first thing to do is
to define a sheaf of abelian groups onX from F . This is more complicated than for the
push-forward constructed in definition 7.1.5, becausef (U) need not be open ifU is.

We let f−1F be the sheaf onX associated to the presheafU 7→ limV⊃ f (U) F (V), where
the limit is taken over all open subsetsV with f (U) ⊂V ⊂Y. This notion of limit means
that an element in limV⊃ f (U) F (V) is given by a pair(V,ϕ) with V ⊃ f (U) andϕ ∈ F (V),
and that two such pairs(V,ϕ) and(V ′,ϕ′) define the same element if and only if there is
an open subsetW with f (U)⊂W ⊂V ∩V ′ such thatϕ|W = ϕ′|W. This is the best we can
do to adapt definition 7.1.5 to the pull-back case. It is easily checked that this construction
does what we want on the stalks: we have( f−1F )P = F f (P) for all P∈ X.

Note that f−1F is obviously a sheaf of( f−1OY)-modules, but not a sheaf ofOX-
modules. (This corresponds to the statement that in the affine case considered above,M
is anS-module, but not anR-module.) We have seen in our affine case what we have to
do: we have to take the tensor product overf−1OY with OX (i.e. overSwith R). In other
words, we define thepull-back f ∗F of F to be

f ∗F = f−1F ⊗ f−1OY
OX,

which is then obviously a sheaf ofOX-modules. As this construction restricts to the one
given above ifX andY are affine andF quasi-coherent, it also follows that pull-backs of
quasi-coherent sheaves are again quasi-coherent.

It should be stressed that this complicated limit construction is only needed to prove
the existence off ∗F in the general case. To compute the pull-back in practice, one will
almost always restrict to affine open subsets and then use the tensor product construction
given above.

Example 7.2.12.Here is a concrete example in which we can see again why the tensor
product construction is necessary in the construction of the pull-back. Consider the mor-
phism f : X = P1→Y = P1 given by(s : t) 7→ (x : y) = (s2 : t2). We want to compute the
pull-back sheaff ∗OY(1) onX.

As we already know, local sections ofOY(1) are of the formg(x,y)
h(x,y) , with g andh homo-

geneous such that degg−degh = 1. Pulling this back just means inserting the equations
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x= s2 andy= t2 of f into this expression; so the sheaff−1OY(1) has local sectionsg(s2,t2)
h(s2,t2) ,

where now deg(g(s2, t2))−deg(h(s2, t2)) = 2.

But note that these sections do not even describe a sheaf ofOX-modules: if we try to
multiply the sections2 with the functiont

s (i.e. a section ofOX) on the open subset where

s 6= 0, we getst, which is not of the formg(s2,t2)
h(s2,t2) . We have just seen the solution to this

problem: consider the tensor product withOX. So sections off ∗OY(1) are of the form

g(s2, t2)
h(s2, t2)

⊗ g′(s, t)
h′(s, t)

with deg(g(s2, t2))−deg(h(s2, t2)) = 2 and degg′−degh′ = 0. It is easy to see that this

describes precisely all expressions of the formg′′(s,t)
h′′(s,t) with degg′′−degh′′ = 2, so the result

we get isf ∗OY(1) = OX(2).
In the same way one shows thatf ∗OY(n) = OX(dn) for all n ∈ Z and any morphism

f : X→Y between projective schemes that is given by a collection of homogeneous poly-
nomials of degreed.

We have seen now that most sheaves occurring in practice are in fact quasi-coherent.
So when we talk about sheaves from now on, we will usually think of quasi-coherent
sheaves. This has the advantage that, on affine open subsets, sheaves (that form a somewhat
complicated object) are essentially replaced by modules, which are usually much easier to
handle.

7.3. Locally free sheaves.We now come to the discussion of locally free sheaves, i.e.
sheaves that are locally just a finite direct sum of copies of the structure sheaf. These are
the most important and best-behaved sheaves one can imagine.

Definition 7.3.1. Let X be a scheme. A sheaf ofOX-modulesF is calledlocally free of
rank r if there is an open cover{Ui} of X such thatF |Ui

∼= O⊕r
Ui

for all i. Obviously, every
locally free sheaf is also quasi-coherent.

Remark7.3.2. The geometric interpretation of locally free sheaves is that they correspond
to “vector bundles” as known from topology — objects that associate to every pointP of a
spaceX a vector bundle. For example, the “tangent sheaf” ofP1 in example 7.1.1 is such
a vector bundle (of rank 1). Let us make this correspondence precise.

A vector bundle of rank r on a schemeX over a fieldk is a k-schemeF and ak-
morphismπ : F → X, together with the additional data consisting of an open covering
{Ui} of X and isomorphismsψi : π−1(Ui)→Ui×Ar

k overUi , such that the automorphism
ψi ◦ψ−1

j of (Ui ∩U j)×Ar is linear in the coordinates ofAr for all i, j. In other words,
the morphismπ : F → X looks locally like the projection morphismU ×Ar

k → U for
sufficiently small open subsetsU ⊂ X.

ArF

X
Ui

ψi

Ui
π
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We claim that there is a one-to-one correspondence

{vector bundlesπ : F → X of rankr}↔ {locally free sheavesF of rankr onX}

given by the following constructions:

(i) Let π : F → X be a vector bundle of rankr. Define a sheafF onX by

F (U) = {k-morphismss : U → F such thatπ◦s= idU}.

(This is called the sheaf of sections ofF .) Note that this has a natural structure
of a sheaf ofOX-modules (over every point inX we can multiply a vector with
a scalar — doing this on an open subset means that we can multiply a section in
F (U) with a regular function inOX(U)).

Locally, on an open subsetU on which π is of the formU ×Ar
k → U , we

obviously have

F (U) = {k-morphismss : U → Ar
k},

so sections are just given byr independent functions. In other words,F |U is
isomorphic toO⊕r

U . SoF is locally free by definition.
(ii) Conversely, letF be a locally free sheaf. Take an open cover{Ui} of X such that

there are isomorphismsψi : F |Ui → O⊕r
Ui

. Now consider the schemesUi×Ar
k and

glue them together as follows: for alli, j we glueUi ×Ar
k andU j ×Ar

k on the
common open subset(Ui ∩U j)×Ar

k along the isomorphism

(Ui ∩U j)×Ar
k→ (Ui ∩U j)×Ar

k, (P,s) 7→ (P,ψi ◦ψ−1
j ).

Note thatψi ◦ψ−1
j is an isomorphism of sheaves ofOX-modules and therefore

linear in the coordinates ofAr
k.

It is obvious that this gives exactly the inverse construction to (i).

Remark7.3.3. Let π : F→X be a vector bundle of rankr, and letP∈X be a point. We call
π−1(P) thefiber of F overP; it is anr-dimensional vector space. IfF is the corresponding
locally free sheaf, the fiber can be realized asi∗F wherei : P→ X denotes the inclusion
morphism (note thati∗F is a sheaf on a one-point space, so its data consists only of one
k-vector space(i∗F )(P), which is precisely the fiberFP).

Lemma 7.3.4. Let X be a scheme. IfF andG are locally free sheaves ofOX-modules of
rank r and s, respectively, then the following sheaves are also locally free:F ⊕G (of rank
r + s), F ⊗G (of rank r· s), andF ∨ (of rank r). If f : X→Y is a morphism of schemes
andF is a locally free sheaf on Y, then f∗F is a locally free sheaf on X of the same rank.
(The push-forward of a locally free sheaf is in general not locally free.)

Proof. The proofs all follow from the corresponding statements about vector spaces (or
free modules over a ring): for example, ifM andN are freeR-modules of dimensionr and
s respectively, thenM⊕N is a freeR-module of dimensionr +s. Applying this to an open
affine subsetU = SpecR in X on whichF andG are isomorphic toO⊕r

U = M̃ andO⊕s
U = Ñ

gives the desired result. The statement about tensor products and duals follows in the same
way. As for pull-backs, we have already seen thatf ∗OY = OX, so f ∗F will be of the form
O⊕r

f−1(U) on the inverse imagef−1(U) ⊂ X of an open subsetU ⊂Y on whichF is of the

form O⊕r
U . �

Remark7.3.5. Lemma 7.3.4 is an example of the general principle that any “canonical”
construction or statement that works for vector spaces (or free modules) also works for
vector bundles. Here is another example: recall that for any vector spaceV overk (or any
free module) one can define then-th symmetric product SnV and then-th alternating
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product ΛnV to be the vector space of formal totally symmetric (resp. antisymmetric)
products

v1 · · · · ·vn ∈ SnV and v1∧·· ·∧vn ∈ ΛnV.

If V has dimensionr, thenSnV andΛnV have dimension
(n+r−1

n

)
and

(r
n

)
, respectively.

More precisely, if{v1, . . . ,vr} is a basis ofV, then

{vi1 · · · · ·vin ; i1≤ ·· · ≤ in} is a basis ofSnV, and

{vi1 ∧ ·· · ∧vin ; i1 < · · ·< in} is a basis ofΛnV.

Using the same construction, we can get symmetric and alternating productsSnF andΛnF
on X for every locally free sheafF on X of rankr. They are locally free sheaves of ranks(n+r−1

n

)
and

(r
n

)
, respectively.

Here is an example of a linear algebra lemma that translates directly into the language
of locally free sheaves:

Lemma 7.3.6. Let0→U→V→W→ 0 be an exact sequence of vector spaces of dimen-
sions a, a+b, and b, respectively. ThenΛa+bV = ΛaU⊗ΛbW.

Proof. Denote the two homomorphisms byi : U → V and p : V →W. Then there is a
canonical isomorphism

ΛaU⊗ΛbW→ Λa+bV

(u1∧·· ·∧ua)⊗ (w1∧·· ·∧wb) 7→ i(u1)∧·· ·∧ i(ua)∧ p−1(w1)∧·· ·∧ p−1(wb).

The key remark here is that thep−1(wi) are well-defined up to an element ofU by the
exact sequence. But if the above expression is non-zero at all, theu1, . . . ,ua must form
a basis ofU , so if we plug in any element ofU in the lastb entries of the alternating
product we will get zero. Therefore the ambiguity in thep−1(wi) does not matter and the
above homomorphism is well-defined. It is obviously not the zero map, and it is then an
isomorphism for dimensional reasons (both sides are one-dimensional vector spaces).�

Corollary 7.3.7. Let0→ F1→ F2→ F3→ 0 be an exact sequence of locally free sheaves
of ranks a1,a2,a3 on a scheme X. ThenΛa2F2 = Λa1F1⊗Λa3F3.

Proof. Immediately from lemma 7.3.6 using the above principle. �

7.4. Differentials. We have seen in proposition 4.4.8 that (formal) differentiation of func-
tions is useful to compute the tangent spaces at the (closed) points of a schemeX. We now
want to introduce this language of differentials. The idea is that the various tangent spaces
TP for P∈ X should not just be independent vector spaces at every point, but rather come
from a global object onX. For example, ifX is smooth overC, so that it is a complex
manifold, we know from complex geometry thatX has a cotangent bundle whose fiber at
a pointP is just the cotangent space, i.e. the dual of the tangent space, atP. We want to
give an algebro-geometric analogue of this construction. So let us first define the process
of formal differentiation. We start with the affine case.

Definition 7.4.1. Let f : X = SpecR→ Y = SpecS be a morphism of affine schemes,
corresponding to a ring homomorphismS→R. We define theR-moduleΩR/S, themodule
of relative differentials, to be the freeR-module generated by formal symbols{dr ; r ∈R},
modulo the relations:

• d(r1 + r2) = dr1 +dr2 for r1, r2 ∈ R,
• d(r1r2) = r1dr2 + r2dr1 for r1, r2 ∈ R,
• ds= 0 for s∈ S.



134 Andreas Gathmann

Example 7.4.2.Let S= k be a field andR= k[x1, . . . ,xn], so that we consider the morphism
f : An

k→ pt. Then by the relations inΩR/k, which are exactly the rules of differentiation

with the elements ofk being the “constant” functions, it follows thatd f = ∑i
∂ f
∂xi

dxi for all
f ∈ k[x1, . . . ,xn]. SoΩR/k is just the freeR-module generated by the symbolsdx1, . . . ,dxn.

Again letS= k, but now letR= k[x1, . . . ,xn]/( f1, . . . , fm) be the coordinate ring of an
affine variety. By the same calculation as above,ΩR/S is still generated as anR-module by
dx1, . . . ,dxn, but the relationsfi give rise to relationsd fi = 0 in ΩR/S. It is easy to see that
these are all relations inΩR/S, so we have

ΩR/S = (Rdx1 + · · ·+Rdxn)/(∑
i

∂ f j

∂xi
dxi , j = 1, . . . ,m).

In particular, if X = SpecR, k is algebraically closed, andP ∈ X is a closed point ofX
corresponding to a morphismR→ k, then by definition 4.4.1 we see that

ΩR/S⊗Rk = 〈dx1, . . . ,dxn〉/(∑
i

∂ f j

∂xi
(P)dxi , j = 1, . . . ,m)

is just the dualT∨X,P of the tangent space toX atP.

Example 7.4.3. If Y is not a point, then the difference in the module of differentials is just
that all elements ofS(i.e. all differentials that come fromY) are treated as “constants”. So
thenΩR/S can be thought of as “the differentials onX modulo pull-backs of differentials
onY”. We will probably not need this very often.

Of course, if f : X→Y is a morphism of general (not necessarily affine) schemes, we
want to consider the relative differentials of every restriction off to affine opens ofX and
Y, and glue them together to get a quasi-coherent sheafΩX/Y. To do this, we have to give
a different description of the relative differentials, as the construction given above does not
glue very well.

Lemma 7.4.4. Let S→ R be a homomorphism of rings. Consider the mapδ : R⊗SR→ R
given byδ(r1⊗ r2) = r1r2 and let I⊂ R⊗SR be its kernel. Then I/I2 is an R-module that
is isomorphic toΩR/S.

Proof. TheR-module structure ofI/I2 is given byr ·(r1⊗ r2) := rr1⊗ r2 = r1⊗ rr2, where
the second equality follows from

rr1⊗ r2− r1⊗ rr2 = (r1⊗ r2) · (r⊗1−1⊗ r) ∈ I · I
if r1⊗ r2 ∈ I . Define a map ofR-modulesΩR/S→ I/I2 by dr 7→ 1⊗ r − r ⊗ 1. Now
we construct its inverse. TheR-moduleE := R⊕ΩR/S is a ring by setting(r1⊕ dr′1) ·
(r2⊕dr′2) := r1r2⊕ (r1dr′2 + r2dr′1). It is easy to check that the mapR×R→ E given by
(r1, r2) 7→ (r1r2, r1dr2) is anS-bilinear ring homomorphism, hence gives rise to a mapg :
R⊗SR→ E. As g(I)⊂ΩR/S by definition andg(I2) = 0, this induces a mapI/I2→ΩR/S.
It is easy to see that this is in fact the inverse of the mapΩR/S→ I/I2 given above. �

Remark7.4.5. It is easy to translate this lemma into the language of schemes: letX =
SpecRandY = SpecS, so that the ring homomorphismS→Rcorresponds to a mapX→Y.
Then SpecR⊗SR= X×Y X, andδ : R⊗SR→ R corresponds to the diagonal morphism
X→X×Y X. HenceI ⊂R⊗SR is the ideal of the diagonal∆(X)⊂X×Y X. This motivates
the following construction.

Definition 7.4.6. Let f : X→Y be a morphism of schemes. Let∆ : X→ X×Y X be the
diagonal morphism, and letI = I∆(X)/X×YX be its ideal sheaf. Then thesheaf of relative
differentials ΩX/Y is defined to be the sheaf∆∗(I/I2) on X. If X is a scheme over a field
k andY = Speck is a point, then we will usually writeΩX/Y asΩX.
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Remark7.4.7. Here we assume that the diagonal morphism∆ is a closed immersion, which
is the case if the schemes in question are separated (this is the analogue of lemma 2.5.3 for
schemes). We will always assume this here to avoid further complications.

Remark7.4.8. It should be stressed that definition 7.4.6 is essentially useless for practical
computations. Its only use is to show that a global objectΩX/Y exists that restricts to the
old definition 7.4.1 on affine open subsets. For applications, we will always use definition
7.4.1 and example 7.4.2 on open subsets.

Remark7.4.9. The sheafΩX/Y is always quasi-coherent: on affine open subsets it restricts
to the sheaf associated to the moduleΩR/S constructed above.

Remark7.4.10. Any morphismf : X→Y of schemes over a field induces a morphism of
sheavesf ∗ΩY→ ΩX on X that is just given bydϕ 7→ d( f ∗ϕ) = d(ϕ◦ f ) for any function
ϕ onY.

Proposition 7.4.11. An n-dimensional scheme X (of finite type over an algebraically
closed field, e.g. a variety) is smooth if and only ifΩX is locally free of rank n. (Actu-
ally, this is a local statement: P∈ X is a smooth point of X if and only ifΩX is (locally)
free in a neighborhood of P.)

Proof. One direction is obvious: ifΩX is locally free of rankn then its fibers at any point
P, i.e. the cotangent spacesT∨X,P, have dimensionn. By definition this means thatP is a
smooth point ofX.

Now let us assume thatX is smooth (atP). As the proposition is of local nature we
can assume thatX = SpecRwith R= k[x1, . . . ,xr ]/( f1, . . . , fm). By example 7.4.2 we then
have

T∨X,P = 〈dx1, . . . ,dxr〉/(∑
i

∂ f j

∂xi
(P)dxi , j = 1, . . . ,m).

As this vector space has dimensionn, we know that the matrix of differentialsD(P) =
( ∂ fl

∂xi
(P)) at the pointP has rankr −n. Without loss of generality we can assume that the

submatrix ofD given by the firstr−n columns and rows has non-zero determinant. This
means thatdxr−n+1, . . . ,dxr form a basis ofT∨X,P.

But the condition for a determinant to be non-zero is an “open condition”, i.e. the set on
which it is satisfied is open. In other words, there is a neighborhoodU of P in X such that
the submatrix ofD(Q) given by the firstr−n columns and rows has non-zero determinant
for all Q∈U . Consequently, the differentialsdxr−n+1, . . . ,dxr generateT∨X,Q for all Q∈U .
In particular, the dimension ofT∨X,Q is at mostn. But the opposite inequality dimT∨X,Q ≥ n
is always true; so we conclude that the differentialsdxr−n+1, . . . ,dxr actually form a basis
of the cotangent space at all pointsQ∈U . So

ΩX|U = OUdxr−n+1⊕·· ·⊕OUdxr ,

i.e. ΩX is locally free. �

Remark7.4.12. There is a similar statement for any quasi-coherent sheafF . It says that:

(i) The dimension of the fibers is anupper semi-continuous function. This means
that if the dimension of the fiber ofF at a pointP is n, then it is at mostn in some
neighborhood ofP.

(ii) If the dimension of the fibers is constant on some open subsetU , thenF |U is
locally free.

The idea of the proof of this statement is very similar to that of proposition 7.4.11.
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Definition 7.4.13. Let X be a smoothn-dimensional scheme over an algebraically closed
field. The dual bundleΩ∨X of the cotangent bundle is called thetangent bundle and is
denotedTX. It is a locally free sheaf of rankn. The top exterior powerΛnΩX of the
cotangent bundle is a locally free sheaf of rank 1; it is called thecanonical bundleωX of
X.

Remark7.4.14. The importance of the cotangent / canonical bundles stems from the fact
that these bundles arecanonically defined(hence the name) for any smooth schemen.
This gives e.g. a new method to show that two varieties are not isomorphic: if we have
two varieties whose canonical bundles have different properties (say their spaces of global
sections have different dimensions), then the varieties cannot be isomorphic.

As an example, let us now compute the cotangent / tangent / canonical bundles of some
easy varieties.

Lemma 7.4.15.The cotangent bundle ofPn is determined by the exact sequence

0→ΩPn→ O(−1)⊕(n+1)→ O→ 0.

(This sequence is usually called theEuler sequence.) Consequently, the tangent bundle
fits into the dual exact sequence

0→ O→ O(1)⊕(n+1)→ TPn→ 0,

and the canonical bundle isωPn = O(−n−1).

Proof. We know already from example 7.4.2 that the cotangent bundleΩPn is generated on
the standard open subsetsUi = {xi 6= 0} ∼= An by the differentialsd( x0

xi
), . . . ,d( xn

xi
) of the

affine coordinates. Therefore the differentialsd( xi
x j

), where defined, generate all ofΩPn.
By the rules of differentiation we have to require formally that

d

(
xi

x j

)
=

x jdxi−xidxj

x2
j

.

Note that thedxi are not well-defined objects, as thexi are not functions. But if we formally
let the symbolsdx0, . . . ,dxn be the names of the generators ofO(−1)⊕(n+1), the morphism
of sheaves

ΩPn→ O(−1)⊕(n+1), d

(
xi

x j

)
7→ 1

x j
·dxi−

xi

x2
j

·dxj

is obviously well-defined and injective. It is now easily checked that the sequence of the
lemma is exact, with the last morphism given by

O(−1)⊕(n+1) 7→ O, dxi 7→ xi .

The sequence for the tangent bundle is obtained by dualizing. The statement about the
canonical bundle then follows from corollary 7.3.7. �

Lemma 7.4.16.Let X⊂Pn be a smooth hypersurface of degree d, and let i: X→ Pn be the
inclusion morphism. Then the cotangent bundleΩX is determined by the exact sequence

0→ OX(−d)→ i∗ΩPn→ΩX → 0.

Consequently, the tangent bundle is determined by the exact sequence

0→ TX → i∗TPn→ OX(d)→ 0,

and the canonical bundle isωX = OX(d−n−1).
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Proof. We claim that the exact sequence is given by

0 → OX(−d) → i∗ΩPn → ΩX → 0
ϕ 7→ d( f ·ϕ),

dϕ 7→ d(ϕ|X),

where f is the equation definingX. In fact, the second map is just the usual pull-back of
differential forms as in remark 7.4.10 (which is just a restriction in this case). It is surjective
because functions onX arelocally of the formg

h for some homogeneous polynomialsg and
h of the same degree, so they are locally obtained by restricting a function onPn to X. It
is not an isomorphism though, because we have the identityf = 0 on X. Consequently,
differentialsdϕ are zero when restricted toX if and only if ϕ containsf as a factor. This
explains the first map of the above sequence.

As in the previous lemma, the statements about the tangent and canonical bundles are
obtained by dualizing and applying corollary 7.3.7, respectively. �

Remark7.4.17. In general, ifi : X→Y is a closed immersion of smooth schemes over a
field, there is an injective morphismTX → i∗TY of sheaves onX. In other words, at points
in X the tangent spaces ofX are just subspaces of the tangent spaces ofY. The quotient
TY,P/TX,P is called the normal space, and consequently the quotient bundleNX/Y = i∗TY/TX

is called thenormal bundle. This is the same construction as in differential geometry.
Thus lemma 7.4.16 just tells us that the normal bundle of a degree-d hypersurface inPn is
NX/Pn = OX(d).

Example 7.4.18.Let us evaluate lemma 7.4.16 in the simplest cases, namely for curves
X ⊂ P2 of low degreesd.

(i) d = 1: A linear curve inP2 is just isomorphic toP1. We getΩX = ωX = O(1−
2−1) = O(−2) by lemma 7.4.16. This is consistent with lemma 7.4.15 forn= 1.

(ii) d = 2: We know from example 3.3.11 that a smooth plane conic is again just
isomorphic toP1 by means of a quadratic mapf : P1→ X ⊂ P2. Our formula of
lemma 7.4.16 givesωX = OX(2−2−1) = OX(−1). By pulling this back viaf
we obtainωX = OP1(−2) by example 7.2.12. So by applying the isomorphism to
case (i) we get the same canonical bundle back — which has to be the case, as the
cotangent bundle is canonically defined and cannot change with the embedding
in projective space.

(iii) d = 3: Here we getωX = O(3−2−1) = O, i.e. the canonical bundle is simply
isomorphic to the sheaf of regular functions. We can understand this from our
representation in proposition 6.5.7 of cubic curves as complex tori of the form
C/Λ for some latticeΛ ⊂ C. If z is the complex coordinate onC, note that the
differential formdz is invariant under shifts inΛ, asd(z+a) = dz for all a∈ C.
Thereforedzdescends to a global differential form onX = C/Λ without zeros or
poles. It follows that we have an isomorphismOX → ωX given byϕ 7→ ϕ ·dz.

7.5. Line bundles on curves.We now want to specialize even further and consider vector
bundles of rank 1 (also called “line bundles”, because their fibers are just lines) on smooth
curves. This section should be compared to section 6.3 where we considered divisors on
such curves. We will show that divisor classes and line bundles are essentially the same
thing.

Recall that the group PicX of divisor classes on a smooth curveX has a group structure
in a natural way. So let us first make the set of all line bundles onX into a group as well.
In fact, this can be done for any scheme:

Definition 7.5.1. Let X be a scheme. Aline bundle on X is a vector bundle (i.e. a locally
free sheaf) of rank 1. We denote the set of all line bundles onX by Pic′X. This set has a
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natural structure of Abelian group, with multiplication given by tensor products, inverses
by taking duals, and the neutral element by the structure sheaf.

We will now restrict our attention to smooth curves. To set up a correspondence between
line bundles and divisors, we will have to define the divisor of a (rational) section of a line
bundle. This is totally analogous to the divisor of a rational function in definition 6.3.4.

Definition 7.5.2. Let L be a line bundle on a smooth curveX, and letP∈ X be a point.
Assume that we are given a sections∈ L(U) of L on some neighborhoodU of P. As L
is a line bundle, there is an isomorphismψ : L |U → OU (possibly after shrinkingU). The
order of vanishing ordPs of the sections at P is defined to be the order of vanishing of the
regular functionψ(s) atP.

Remark7.5.3. Note that this definition does not depend on the choice ofψ: if ψ′ : L |U →
OU is another isomorphism, then the compositionψ′ ◦ψ−1 : OU → OU is an isomorphism
of the structure sheaf, which must be given by multiplication with a functionϕ that is
nowhere zero (in particular not atP). So we have an equation of divisors

(ψ′(s)) = (ψ′ψ−1ψ(s)) = (ϕ ·ψ(s)) = (ϕ)+(ψ(s)) = (ψ(s)),

which shows that ordPs is well-defined.

Definition 7.5.4. Let L be a line bundle on a smooth curveX. A rational section ofL over
U is a section of the sheafL⊗OX KX, whereKX denotes the “sheaf of rational functions”
whose value at every open subsetU ⊂ X is justK(X). In other words, a rational section of
a line bundle is given by an ordinary section of the line bundle, possibly multiplied with a
rational function.

Now let P∈ X be a point, and lets be a rational section ofL in a neighborhood ofP.
With the same isomorphismψ as in definition 7.5.2, the order ordPs of s at P is defined to
be the order of the rational functionψ(s) at P. (This is well-defined for the reason stated
in remark 7.5.3.)

If s is a global rational section ofL , we define the divisor(s) of s to be

(s) = ∑
P∈X

ordPs·P∈ Div X.

Example 7.5.5.Let X = P1 with homogeneous coordinatesx0,x1.

(i) Consider the global sections= x0x1 of OX(2). It vanishes at the pointsP= (0 : 1)
andQ = (1 : 0) with multiplicity 1 each, so(s) = P+Q.

(ii) The divisor of the globalrational sections= 1
x0

of OX(−1) is (s) =−P.

To show that Pic′X∼= PicX for smooth curves we need the following key lemma (which
is the only point at which smoothness is needed).

Lemma 7.5.6. Let X be a curve (over some algebraically closed field), and let P∈ X be a
smooth point. Then there is a functionϕP in a neighborhood of P such that

(i) ϕP vanishes at P with multiplicity 1, i.e. its divisor contains the point P with
multiplicity 1.

(ii) ϕP is non-zero at all points distinct from P.

Proof. We can assume thatX = SpecR is affine, withR= k[x1, . . . ,xr ]/( f1, . . . , fm) being
the coordinate ring ofX. As P is a smooth point ofX, its cotangent space

T∨X,P = 〈dx1, . . . ,dxr〉/(∑
i

∂ f j

∂xi
(P)dxi for all j)

is one-dimensional. LetϕP be any linear function such thatdϕP generates this vector
space. ThenϕP vanishes atP with multiplicity 1 by construction. We can now pick a
neighborhood ofP such thatϕP does not vanish at any other point. �
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Remark7.5.7. If the ground field isC and one thinks ofX as a complex one-dimensional
manifold, one can think of the functionϕP of lemma 7.5.6 as a “local coordinate” ofX
aroundP, i.e. a function that gives a local isomorphism ofX with C, with P mapping to
0 ∈ C. Note however that this isnot true in the algebraic category, as the Zariski open
subsets are too big.

We are now ready to prove the main proposition of this section.

Definition 7.5.8. A divisor D = ∑PaPP on a smooth curveX is calledeffective (written
D≥ 0) if aP≥ 0 for all P.

Proposition 7.5.9. Let X be a smooth curve. Then there is an isomorphism of Abelian
groups

Pic′X → PicX
L 7→ (s) for any rational section s ofL .

Its inverse is given by
PicX → Pic′X

D 7→ O(D),
whereO(D) is the line bundle defined by

O(D)(U) = {ϕ ∈ K(X) ; (ϕ)+D≥ 0 on U}.

Proof. We have to check a couple of things:

(i) If L is a line bundle, then there is a rational sections of L : This is obvious, asL
is isomorphic toO on an open subset ofX. So we can find a section ofL on this
open subset (corresponding to the constant function 1). This will be a rational
section ofL on all ofX.

(ii) The divisorclass(s) of a rational sectionsof L does not depend on the choice of
s: If we have another sections′, then the quotientss′ will be a rational function,
which has divisor class zero by definition of PicX. So(s) = ( s

s′ ·s
′) = ( s

s′ )+(s′) =
(s′) in PicX.

(iii) If D is a divisor thenO(D) is actually a line bundle: letP ∈ X be a point and
choose a neighborhoodU of P such that no point ofU\P is contained inD. Let
n be the coefficient ofP in D. Then an isomorphismψ : O(D)→ O on U is
given by multiplication withϕn

P, whereϕP is the function of lemma 7.5.6. In fact,
a rational functionϕ in K(X) is by definition a section ofO(D) if and only if
ordP ϕ+n≥ 0, which is the case if and only ifϕ ·ϕn

P is regular atP.
(iv) If the divisorsD andD′ define the same element in PicX thenO(D) = O(D′): By

assumption we haveD−D′ = (ϕ) in PicX for some rational functionϕ. Obvi-
ously, this induces an isomorphismO(D)→ O(D′) through multiplication with
ϕ.

We have now shown that the maps stated in the proposition are well-defined. Let us now
check that the two maps are inverse to each other.

(v) Pic′X → PicX → Pic′X: Let s0 be a rational section of a line bundleL , and
considerO((s0)) = {ϕ ∈ K(X) ; (ϕ)+(s0)≥ 0}. We have an isomorphism

L → O((s0)), s 7→ s
s0

.

(vi) PicX→ Pic′X→ PicX: The (constant) rational function 1 defines a rational sec-
tion of O(D). To determine its order at a pointP we have to apply the local
isomorphism withO constructed in (iii): the order of this rational section atP is
just the order of 1·ϕn

P, which isn. This is exactly the multiplicity ofP in D, so
the divisor of our section is preciselyD.
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Finally, we have to check that the map is a homomorphism of groups. But this is clear:
if s ands′ are rational sections ofL andL ′, respectively, thenss′ is a rational section of
L⊗L ′, and(ss′) = (s)+(s′). Hence tensor products of line bundles correspond to addition
of divisors under our correspondence. �

Definition 7.5.10. Let X be a smooth curve. From now on we will identify line bundles
with divisor classes and call both groups PicX. In particular, this defines the degree of a
line bundle (to be the degree of the associated divisor class). The divisor class associated
to the canonical bundleωX is denotedKX; it is called thecanonical divisor (class).

Example 7.5.11.We have seen in lemma 6.3.11 that PicP1 = Z, i.e. there is exactly one
divisor class in every degree. Consequently, there is exactly one line bundle for every
degreen, which is of course justO(n). On the other hand, ifX ⊂ P2 is a smooth cubic
curve we know from corollary 6.3.15 that PicX consists of a copy ofX in every degree.
So on a cubic curve there are (many) more line bundles than just the bundles of the form
O(n).

Remark7.5.12. The correspondence of proposition 7.5.9 allows us to define the pull-back
f ∗D of a divisor classD onY for any (surjective) morphism of smooth curvesf : X→Y:
it is just given by pulling back the corresponding line bundle.

In fact, we can even define a pull-backf ∗D for anydivisor D∈ DivY that induces this
construction on the corresponding divisor class: letP∈ X be any point, and letQ = f (P)
be its image, considered as an element of DivY. Then the subschemef−1(Q) of X has a
component whose underlying point isP. We define theramification index eP of f at P to
be the length of this component subscheme. In more down to earth terms, this means that
we take a functionϕQ as in lemma 7.5.6 that vanishes atQ with multiplicity 1, and define
eP to be the order of vanishing of the pull-back functionf ∗ϕQ = ϕQ◦ f atP.

The ramification index has a simple interpretation in complex analysis: in the ordinary
topology the curvesX andY are locally isomorphic to the complex plane, so we can pick
local coordinatesz on X aroundP andw onY aroundQ. Every holomorphic map is now
locally of the formz 7→w= uzn for somen≥ 1 and an invertible functionu (i.e. a function
that is non-zero atP). The numbern is just the ramification index defined above. It is 1 if
and only if f is a local isomorphism atP in complex analysis. We say thatf is ramified at
P if n = eP > 1, and unramified atP otherwise.

eP=1 eP=2

f

Y

P

Q

X

Y

X
P

f

Q

If we now consider a pointQ as an element of DivY, we simply define

f ∗Q = ∑
P: f (P)=Q

eP ·P

and extend this by linearity to obtain a homomorphismf ∗ : DivY→Div X. In other words,
f ∗D is just obtained by taking the inverse image points of the points inD with the appro-
priate multiplicities.

Using the correspondence of proposition 7.5.9 it is now easily checked that the induced
map f ∗ : PicY→ PicX on the Picard groups agrees with the pull-back of line bundles.
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Example 7.5.13.Let f : X = P1→Y = P1 be the morphism given by(x0 : x1) 7→ (x2
0 : x2

1).
Then f ∗(1 : 0) = 2· (1 : 0) and f ∗(1 : 1) = (1 : 1)+(1 :−1) as divisors inX.

As an application of line bundles, we will now see how they can be used to describe
morphisms to projective spaces. This works for all schemes (not just curves).

Lemma 7.5.14. Let X be a scheme over an algebraically closed field. There is a one-to-
one correspondence

{morphisms f: X→ Pr}←→

 line bundlesL on X together with global
sections s0, . . . ,sr ∈ Γ(X,L) such that:
for all P ∈ X there is some si with si(P) 6= 0


Proof. “←−”: Given r +1 sections of a line bundleL on X that do not vanish simultane-
ously, we can define a morphismf : X→ Pr by setting f (P) = (s0(P) : · · · : sr(P)). Note
that the valuessi(P) are not well-defined numbers, but their quotientssi

sj
(P) are (as they are

sections ofL⊗L∨ = O, i.e. ordinary functions). Thereforef (P) is a well-defined point in
projective space.

“−→”: Given a morphismf : X→ Pr , we setL = f ∗OPr (1) andsi = f ∗xi , where we
consider thexi as sections ofO(1) (and thus thesi as sections off ∗O(1)). �

Remark7.5.15. One should regard this lemma as a generalization of lemma 3.3.9 where
we have seen that a morphism toPr can be given by specifyingr +1 homogeneous poly-
nomials of the same degree. Of course, this was just the special case in which the line
bundle of lemma 7.5.14 isO(d). We had mentioned already in remark 3.3.10 that not all
morphisms are of this form; this translates now into the statement that not all line bundles
are of the formO(n).

7.6. The Riemann-Hurwitz formula. Let X andY be smooth projective curves, and let
f : X→Y be a surjective morphism. We want to compare the sheaves of differentials onX
andY. Note that every projective curve admits a surjective morphism toP1: by definition
it sits in somePn to start with, so we can find a morphism toP1 by repeated projections
from points not inX. So if we know the canonical bundle ofP1 (which we do by lemma
7.4.15: it is justOP1(−2)) and how canonical bundles transform under morphisms, we can
at least in theory compute the canonical bundles of every curve.

Definition 7.6.1. Let f : X→Y be a surjective morphism of smooth projective curves. We
define theramification divisor of f to beR= ∑P∈X(eP−1) ·P∈ Div X, whereeP is the
ramification index off at P defined in remark 7.5.12. So the divisorR contains all points
at which f is ramified, with appropriate multiplicities.

Proposition 7.6.2. (Riemann-Hurwitz formula) Let f : X→Y be a surjective morphism
of smooth projective curves, and let R be the ramification divisor of f . Then KX = f ∗KY +R
(or equivalentlyωX = f ∗ωY⊗OX(R)) in PicX.

Proof. Let P∈X be any point, and letQ= f (P) be its image point. Choose local functions
ϕP andϕQ aroundP (resp.Q) that vanish atP (resp.Q) with multiplicity 1 as in lemma
7.5.6. Then by the definition of the ramification index we have

f ∗ϕQ = u·ϕeP
P

for some local functionu onX with no zero or pole atP. Now pick a global rational section
α of ωY. If its divisor (α) contains the pointQ with multiplicity n, we can write locally

α = v·ϕn
QdϕQ,
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wherev is a local function onY with no zero or pole atQ. Inserting these equations into
each other, we see that

f ∗α = f ∗v· ( f ∗ϕn
Q)d( f ∗ϕQ) = un f ∗v·ϕneP

P · (ϕep
P du+uepϕeP−1

P dϕP).

This vanishes atP to orderneP + eP− 1. Summing this over all pointsP ∈ X we see
that the divisor off ∗α is f ∗(α)+ R. As KX = ( f ∗α) and f ∗KY = f ∗(α), the proposition
follows. �

We will now study the same situation from a topological point of view (if the ground
field isC). ThenX andY are two-dimensional compact manifolds.

For such a spaceX, we say that acell decompositionof X is given by writingX as a
finite disjoint union of points, (open) lines, and discs. This decomposition should be “nice”
in a certain topological sense, e.g. the boundary points of every line in the decomposition
must be points of the decomposition. It takes some work to make this definition (and
the following propositions) bullet-proof. We do not want to elaborate on this, but only
remark that every “reasonable” decomposition that one could think of will be allowed. For
example, here are three valid decompositions of the Riemann sphereP1

C:

(i) (ii) (iii)

(In (i), we have only one point (the north pole), no line, and one “disc”, namelyP1 minus
the north pole). We denote byσ0,σ1,σ2 the number of points, lines and discs in the
decomposition, respectively. So in the above examples we have(σ0,σ1,σ2) = (1,0,1),
(2,2,2), and(6,8,4), respectively.

Of course there are many possible decompositions for a given curveX. But there is an
important number that is invariant:

Lemma 7.6.3. The numberσ0−σ1+σ2 depends only on X and not on the chosen decom-
position. It is called the(topological) Euler characteristicχ(X) of X.

Proof. Let us first consider the case when we move from one decomposition to a “finer”
one, i.e. if we add points or lines to the decomposition. For example, in the above pictures
(iii) is a refinement of (ii), which is itself a refinement of (i). Note that every refinement is
obtained by applying the following steps a finite number of times:

(i) Adding another point on a line: In this case we raiseσ0 and σ1 by 1, so the
alternating sumσ0−σ1 +σ2 does not change (see the picture below).

add a point add a line

(ii) Adding another line in a disc: In this case we raiseσ1 andσ2 by 1, so the alter-
nating sumσ0−σ1 +σ2 again does not change (see the picture above).
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So we conclude that the alternating sumσ0−σ1 +σ2 does not change under refinements.
But it is easily seen that any two decompositions have a common refinement (which is
essentially given by taking all the points and lines in both decompositions, and maybe
add more points where two such lines intersect. For example, the common refinement
of decomposition (ii) above and the same decomposition rotated clockwise by 90 degrees
would be (iii)). It follows that the alternating sum is independent of the decomposition.�

We have already noted in example 0.1.1 that a smooth complex curve is topologically a
(real) closed surface with a certain numberg of “holes”. The numberg is called the genus
of the curve. Let us compute the topological Euler characteristic of such a curve of genus
g:

Lemma 7.6.4. The Euler characteristic of a curve of genus g is equal to2−2g.

Proof. Take e.g. the decomposition illustrated in the following picture:

It has 2g+2 points, 4g+4 lines, and 4 discs, so the result follows. �

Let us now compare the Euler characteristics of two curvesX andY if we have a mor-
phism f : X→Y:

Lemma 7.6.5. Let f : X→Y be a morphism of complex smooth projective curves. Let n
be the number of inverse image points of any point of Y under f . As in proposition 7.6.2
let R be the ramification divisor of f . Then−χ(X) =−n·χ(Y)+degR.

Proof. Choose “compatible” decompositions ofX andY, i.e. loosely speaking decomposi-
tions such that the inverse images of the points / lines / discs of the decomposition ofY are
(finite) unions of points / lines / discs of the decomposition ofX, and such that all points
/ lines / discs of the decomposition ofX arise in this way. Moreover, we require that all
ramification points off are points of the decomposition ofX. (It is easily seen that this
can always be achieved.) Denote byσX

0 , σX
1 , σX

2 the number of points / lines / discs of the
decomposition ofX, and similarly forY.

As every point ofY that is not the image of a ramification point hasn inverse images
under f , it follows thatσX

1 = nσY
1 andσX

2 = nσY
2 . We do not haveσX

0 = nσY
0 however: ifP

is a ramification point, i.e.eP > 1, thenf is locallyeP-to-one aroundP, i.e.P counts foreP

in nσY
0 , whereas it is actually only one point in the decomposition ofX. Hence we have to

subtracteP−1 for any ramification pointP from nσY
0 to get the correct value ofσX

0 . This
means thatσX

0 = nσY
0 −degRand hence−χ(X) =−nχ(Y)+degR. �

Corollary 7.6.6. Let X be a (complex) smooth projective curve. ThendegKX = 2g−2.

Proof. As we have already remarked, any such curveX admits a surjective morphismf to
P1 by projection. Using that degKP1 =−χ(P1) =−2 (by lemma 7.4.15 and lemma 7.6.4)
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and applying lemma 7.6.5 together with the Riemann-Hurwitz formula 7.6.2, we see that
degKX =−χ(X). The result therefore follows from lemma 7.6.4. �

7.7. The Riemann-Roch theorem.As in the last section letX be a smooth projective
curve of genusg over an algebraically closed field. For any line bundleL we want to
compute the dimensions of the vector spacesΓ(L) of global sections ofL . We will denote
this dimension byh0(L) (the reason for this notation will become obvious when we dis-
cuss cohomology in chapter 8). By abuse of notation we will also writeh0(D) instead of
h0(O(D)) for any divisorD.

We should remark that this is a classical question that was one of the first problems
studied in algebraic geometry: given a smooth projective curveX (resp. a compact one-
dimensional complex manifold), pointsP1, . . . ,Pr ∈ X, and numbersa1, . . . ,ar ≥ 0, what is
the dimension of the space of rational (resp. meromorphic) functions onX that have poles
of order at mostai at the pointsPi and are regular (resp. holomorphic) everywhere else? In
our language, this just means that we are looking for the numberh0(a1P1 + · · ·+arPr).

Example 7.7.1. Let D be a divisor onX with negative degree. Recall that sections of
O(D) are just rational functionsϕ onX such that(ϕ)+D is effective. Taking degrees, this
certainly implies that deg(ϕ)+degD≥ 0. But deg(ϕ) = 0 by remark 6.3.5 and degD < 0
by assumption, which is a contradiction. Hence we conclude thath0(D) = 0 if degD < 0:
there are no global sections ofO(D) in this case.

Example 7.7.2.Let L be the line bundleOX(n) for somen∈ Z. Recall that sections ofL
are of the formf

g with f andg homogeneous such that degf −degg = n. Now for global
sectionsg must be a constant function (otherwise we would have a pole somewhere), so
we conclude thatΓ(L) is simply then-th graded piece of the homogeneous coordinate ring
S(X).In other words,h0(L) is by definition equal to the valuehX(n) of the Hilbert function
introduced in section 6.1. We have seen in proposition 6.1.5 thathX(n) is equal to a linear
polynomialχX(n) in n for n� 0. Moreover, the linear coefficient ofχX(n) is the degree
of OX(n), and the constant coefficient is 1−g by definition ofg (see example 6.1.10). So
we conclude that

h0(D) = degD+1−g

if D is the divisor class associated to a line bundleOX(n) for n� 0.

Theorem 7.7.3.(Riemann-Roch theorem for line bundles on curves) Let X be a complex
smooth projective curve of genus g. Then for any divisor D on X we have

h0(D)−h0(KX−D) = degD+1−g.

Proof. Step 1. Recall that for any pointP ∈ X and any divisorD we have the exact
“skyscraper sequence” by exercise 7.8.4

0→ O(D)→ O(D+P)→ kP→ 0

where the last morphism is given by evaluation at the pointP. From this we get an exact
sequence of global sections

0→ Γ(O(D))→ Γ(O(D+P))→ C

(where the last map is in general not surjective, see example 7.1.18). Thereforeh0(D +
P)−h0(D) is either 0 or 1. If we denote the left hand side of the Riemann-Roch theorem
by χ(D) = h0(D)−h0(KX−D), we conclude that

χ(D+P)−χ(D) = (h0(D+P)−h0(D))+(h0(KX−D)−h0(KX−D−P))

is either 0, 1, or 2. (Of course, what we want to prove is thatχ(D + P)−χ(D) is always
equal to 1.)
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Step 2.We want to rule out the case thatχ(D + P)−χ(D) = 2. For this we actually
have to borrow a theorem from complex analysis.

So assume thath0(D+P)−h0(D) = 1 andh0(KX−D)−h0(KX−D−P) = 1. The fact
thath0(D+P)−h0(D) = 1 means precisely that there is a global sectionϕ of OX(D+P)
that is not a global section ofOX(D), i.e. thatϕ is a rational section ofOX(D) that has a
simple pole atP and is regular at all other points. Similarly, there is a global sectionα of
OX(KX−D) that is not a global section ofOX(KX−D−P). In other words,α is a global
section ofωX⊗L∨ that does not vanish atP. By multiplication we see thatϕ ·α is a rational
section ofL⊗(ωX⊗L∨) = ωX that has a simple pole atP and is regular at all other points.
In other words,ϕ ·α is a global rational differential form with just a single pole which is
of order 1. But this is a contradiction to the residue theorem of complex analysis: the sum
of the residues of any rational (or meromorphic) differential form on a compact Riemann
surface is zero, but in our case we have∑Q∈X resQ(ϕ ·α) = resP(ϕ ·α) 6= 0.

Step 3.We claim that
χ(D)≥ degD+1−g

for all divisorsD. Note that we can choose pointsP1, . . . ,Pr such thatD+P1 + · · ·+Pr is
precisely the intersection divisor ofX with a certain numbern of hyperplanes: for every
point in D we just choose a hyperplane through that point and add all other intersection
points withX to thePi . This then means thatO(D + P1 + · · ·+ Pr) = O(n). By possibly
adding more intersection points ofX with hyperplanes we can maken arbitrarily large. So
by example 7.7.2 we find that

h0(D+P1 + · · ·+Pr) = degD+ r +1−g.

Moreover, ifn (and thusr) is large enough we see by example 7.7.1 thath0(KX−D−P1−
·· ·−Pr) = 0 and therefore

χ(D+P1 + · · ·+Pr) = degD+ r +1−g.

But by step 2 we know that subtracting a point from the divisor will decreaseχ(·) by 0 or
1. If we apply thisr times to the pointsP1, . . . ,Pr we conclude thatχ(D) ≥ (degD + r +
1−g)− r, as we have claimed.

Step 4.ReplacingD by KX−D in the inequality of step 3 yields

−χ(D) = h0(KX−D)−h0(D)≥ degKX−degD+1−g

=−degD−1+g

as degKX = 2g− 2 by corollary 7.6.6. Combining the two inequalities of steps 3 and 4
proves the theorem. �

Remark7.7.4. If D is the divisor associated to the line bundleO(n) (for anyn), note that
χ(D) is just the valueχX(n) of the Hilbert polynomial. So for these line bundles we can
reinterpret our main proposition 6.1.5 about Hilbert polynomials as follows: the difference
betweenhX(n) andχX(n) is simply h0(ωX ⊗OX(−n)). As this vanishes for largen by
degree reasons, it follows thathX(n) = χX(n) for largen.

Example 7.7.5.SettingD = 0 in the Riemann-Roch theorem yieldsh0(KX) = g. This gives
an alternate definition of the genus of a smooth projective curve: one could define the genus
of such a curve as the dimension of the space of global differential forms. This definition
has the advantage that it is immediately clear that it is well-defined and independent of the
projective embedding (compare this to example 6.1.10).

Remark7.7.6. In general one should think of the Riemann-Roch theorem as a formula to
computeh0(D) for any D, modulo an “unwanted” correction termh0(KX −D). In many
applications one can make this correction term vanish, e.g. by making the degree ofD large
enough so that deg(KX−D) becomes negative.
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Remark7.7.7. There are numerous generalizations of the Riemann-Roch theorem. In fact,
there are whole books on Riemann-Roch type theorems. Let us mention some of the gen-
eralizations without proof:

(i) The requirement that the ground field beC is not essential. The very same state-
ment holds over any algebraically closed ground field (the proof has to be changed
though at step 2 where we invoked complex analysis).

(ii) The requirement that the curve be projective is not essential either, it only needs
to be complete (i.e. “compact”).

(iii) Instead of a line bundle one can take a vector bundle: ifF is any vector bundle
onX of rankr then

h0(F )−h0(ωX⊗F ∨) = degΛrF + r(1−g)

(see example 10.4.7).
(iv) There are versions of the Riemann-Roch theorem forsingular curves as well.

(Note that in the singular case we do not have a canonical bundle, so one needs a
new idea here.)

(v) There are also versions of the Riemann-Roch theorem for varieties of dimension
bigger than 1 (see theorem 10.4.5).

(vi) Finally, the same theorem can be proven (with the same proof actually) in com-
plex analysis, whereh0(D) then denotes the dimension of the space ofmeromor-
phic functions with the specified zeros and poles. As the resulting dimension
does change we conclude that on a projective smooth complex curveevery mero-
morphic function is in fact rational. This is an example of a very general result
that says that complex analysis essentially reduces to algebraic geometry in the
projective case (in other words, we “do not gain much” by allowing holomorphic
functions instead of rational ones in the first place).

As an application of the Riemann-Roch theorem let us consider again morphisms to
projective spaces. LetX be a smooth projective curve, and letD be a divisor onX. Let
s0, . . . ,sr be a basis of the spaceΓ(O(D)) of global sections ofO(D). Then we have seen
in lemma 7.5.14 that we get a morphism

X→ Pr , P 7→ (s0(P) : · · · : sr(P))

provided that the sections si do not vanish simultaneously at any point. Using the Riemann-
Roch theorem we can now give an easy criterion when this is the case. Note first however
that picking a different basis of section would result in a morphism that differs from the
old one simply by a linear automorphism ofPr . Thus we usually say that the divisorD (or
its associated line bundle) determines a morphism toPr up to automorphisms ofPr .

Proposition 7.7.8. Let X be a smooth projective curve of genus g, and let D be a divisor
on X.

(i) If degD≥ 2g then the divisor D determines a morphism X→ Pr as above.
(ii) If degD≥ 2g+1 then moreover this morphism is an embedding (i.e. an isomor-

phism onto its image).

Proof. (i): By what we have said above we simply have to show that for every pointP∈ X
there is a global sections∈ Γ(O(D)) that does not vanish atP.

By the degree condition we know that deg(KX −D) ≤ 2g−2−2g < 0 and deg(KX −
D+P)≤ 2g−2−2g+1< 0. So by example 7.7.1 we get from the Riemann-Roch theorem
that

h0(D) = degD+1−g and h0(D−P) = (degD−1)+1−g.

In particular we haveh0(D)−h0(D−P) = 1, i.e. there is a sections∈ Γ(O(D)) that is not
a section ofO(D−P), i.e. that does not vanish atP.
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(ii): The idea of the proof is the same as in (i). However, as we have not developed
enough powerful techniques yet to prove that a morphism has an inverse, we will restrict
ourselves to proving that the morphism determined byD is bijective. So letP andQ be
distinct points ofX. To prove that they are mapped to different points it suffices to show
that there is a sections∈ Γ(O(D)) with s(P) = 0,s(Q) 6= 0: the morphismR 7→ (s(R) :
s′(R) : · · ·) then mapsP to a point with the first coordinate 0, while the first coordinate is
non-zero for the image point ofQ.

To find this sections, simply apply the argument of (i) toD−P and the pointQ: we get
h0(D−P)−h0(D−P−Q) = 1, i.e. there is a sections∈ Γ(O(D−P)) that is not a section
of O(D−P−Q), i.e. it is a section ofO(D) that vanishes atP but not atQ. �

Example 7.7.9. If X is a smooth projective curve of genusg ≥ 2 we get acanonical
embeddingX → Pr into a projective space (up to automorphisms byPr ) by taking the
morphism associated to the divisor 3KX. This follows by part (ii) of proposition 7.7.8 as
3(2g−2) ≥ 2g+ 1 if g≥ 2. By remark 7.7.7 (ii) the same is true for any complete (i.e.
“compact”) curve that is not necessarily given initially as a subvariety of projective space.

7.8. Exercises.

Exercise 7.8.1.Let F ′ be a presheaf on a topological spaceX, and letF be its sheafifica-
tion as in definition 7.1.10. Show that

(i) There is a natural morphismθ : F ′→ F .
(ii) Any morphism fromF ′ to a sheaf factors uniquely throughθ.

Exercise 7.8.2.Let f : F →G be a morphism of sheaves of abelian groups on a topological
spaceX. Show thatf is injective / surjective / an isomorphism if and only if all induced
mapsfP : FP→ GP on the stalks are injective / surjective / isomorphisms.

Exercise 7.8.3.Let f : F1→F2 be a morphism of locally free sheaves on a schemeX over
a fieldk. Let P∈ X be a point, and denote by(Fi)P the fiber of the vector bundleFi over
P, which is ak-vector space. Are the following statements true or false:

(i) If F1→ F2 is injective then the induced map(F1)P→ (F2)P is injective for all
P∈ X.

(ii) If F1→ F2 is surjective then the induced map(F1)P→ (F2)P is surjective for all
P∈ X.

Exercise 7.8.4.Prove the following generalization of example 7.1.16: IfX is a smooth
curve over some fieldk, L a line bundle onX, andP ∈ X a point, then there is an exact
sequence

0→ L(−P)→ L → kP→ 0,

wherekP denotes the “skyscraper sheaf”

kP(U) =

{
k if P∈U ,

0 if P /∈U .

Exercise 7.8.5.If X is anaffinevariety over a fieldk andF a locally free sheaf of rankr
onX, is then necessarilyF ∼= O⊕r

X ?

Exercise 7.8.6.Let X be a scheme, and letF be a locally free sheaf onX. Show that
(F ∨)∨ ∼= F . Show by example that this statement is in general false ifF is only quasi-
coherent but not locally free.

Exercise 7.8.7.Figure out what exactly goes wrong with the correspondence between line
bundles and divisor classes on a curveX if X is singular. Can we still associate a divisor to
any section of a line bundle? Can we still construct a line bundle from any divisor?
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Exercise 7.8.8.What is the line bundle onPn×Pm leading to the Segre embeddingPn×
Pm→ PN by the correspondence of lemma 7.5.14? What is the line bundle leading to the
degree-d Veronese embeddingPn→ PN?

Exercise 7.8.9.Show that any smooth projective curve of genus 2. . .

(i) can be realized as a curve of degree 5 inP3,
(ii) admits a two-to-one morphism toP1. How many ramification points does such a

morphism have?

Exercise 7.8.10.Let X be a smooth projective curve, and letP∈ X be a point. Show that
there is a rational function onX that is regular everywhere except atP.
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8. COHOMOLOGY OF SHEAVES

For any quasi-coherent sheaf F on a scheme X we construct the cohomology groups
H i(X,F ) for i ≥ 0 using the Čech complex associated to an affine open cover of X.
We show that the cohomology groups do not depend on the choice of affine open
cover. The cohomology groups H i(X,F ) vanish for i > 0 if X is affine, and in any
case for i > dimX.

For any short exact sequence of sheaves on X there is an associated long exact
sequence of the corresponding cohomology groups.

If L is a line bundle of degree at least 2g−1 on a smooth projective curve of genus
g then the cohomology group H1(X,L) is zero. Using this “vanishing theorem” we
reprove the Riemann-Roch theorem in a cohomological version. Comparing this to
the old version yields the equality dimH0(KX−D) = dimH1(D) for any divisor D,
which is a special case of the Serre duality theorem. As an application we can now
define the genus of a possibly singular curve to be dimH1(X,OX).

We compute the cohomology groups of all line bundles on projective spaces. As a
consequence, we obtain the result that the cohomology groups of coherent sheaves on
projective schemes are always finite-dimensional vector spaces, and that H i(X,F ⊗
OX(d)) = 0 for all i > 0 and d� 0.

8.1. Motivation and definitions. There are numerous ways to motivate the theory of co-
homology of sheaves. Almost all of them are based on the observation that “the functor of
taking global sections of a sheaf is not exact”, i.e. given an exact sequence of sheaves of
Abelian groups

0→ F1→ F2→ F3→ 0

on a scheme (or topological space)X, by taking global sections we get an exact sequence

0→ Γ(F1)→ Γ(F2)→ Γ(F3)

of Abelian groups in which the last mapΓ(F2)→ Γ(F3) is in general not surjective. We
have seen one example of this in example 7.1.18. Here is one more example:

Example 8.1.1.Let X⊂Pn be a smooth hypersurface of degreed with inclusion morphism
i : X→ Pn. We know from lemma 7.4.15 that the cotangent sheaf ofPn fits into an exact
sequence of vector bundles

0→ΩPn→ O(−1)⊕(n+1)→ O→ 0.

Pulling this sequence back byi and taking global sections, we see that we have an exact
sequence

0→ Γ(i∗ΩPn)→ Γ(OX(−1)⊕(n+1))→ ··· .
But OX(−1) has no global sections, so we conclude thati∗ΩPn has no global sections either.
Now consider the exact sequence of lemma 7.4.16

0→ OX(−d)→ i∗ΩPn→ΩX → 0,

from which we deduce the exact sequence

0→ Γ(OX(−d))→ Γ(i∗ΩPn)→ Γ(ΩX).

We have just seen that the first two groups in this sequence are trivial. ButΓ(ΩX) is
not trivial in general (e.g. for a cubic curve inP2 we haveΩX = OX and thusΓ(ΩX) = k).
Hence the last map in the above sequence of global sections cannot be surjective in general.

We have however already met a case in which the induced map on global sectionsis
exact: ifX = SpecR is anaffinescheme andFi = M̃i for someR-modulesMi arequasi-
coherentsheaves onX then by lemma 7.2.7 (ii) the sequence

0→ F1→ F2→ F3→ 0
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is exact if and only if the sequence

0→ Γ(F1)→ Γ(F2)→ Γ(F3)→ 0

is exact (note thatΓ(Fi) = Mi by proposition 7.2.2 (ii)). We have mentioned already that
essentially all sheaves occurring in practice are quasi-coherent, so we will assume this from
now on for the rest of this chapter.

The conclusion is that we know that taking global sections is an exact functor if the
underlying scheme is affine. The goal of the theory of cohomology is to extend the
global section sequence to the right for all schemesX in the following sense: for any
(quasi-coherent) sheafF on X we will define natural cohomology groupsH i(X,F ) for
all i > 0 satisfying (among other things) the following property: given any exact sequence
0→ F1→ F2→ F3→ 0 of sheaves onX, there is an induced long exact sequence of
cohomology groups

0→ Γ(F1)→ Γ(F2)→ Γ(F3)→ H1(X,F1)→ H1(X,F2)→ H1(X,F3)→ H2(X,F1)→ ·· · .

If X is an affine scheme thenH i(X,F ) = 0 for all i > 0, so that we arrive again at our old
result that the sequence of global sections is exact in this case.

Let us now give the definition of these cohomology groups. There are various ways to
define these groups. In these notes we will use the approach of so-calledČech cohomology.
This is the most suitable approach for actual applications (but maybe not the best one from
a purely theoretical point of view). The idea ofČech cohomology is simple: we have seen
above that the global section functor is exact (i.e. does what we finally want) ifX is an
affine scheme. So ifX is any scheme we will just choose an affine open cover{Ui} of X
and consider sections of our sheaves on these affine open subsets and their intersections.

Definition 8.1.2. Let X be a scheme, and letF be a (quasi-coherent) sheaf onX. Fix an
affine open cover{Ui}i∈I of X, and assume for simplicity thatI is an ordered set. For all
p≥ 0 we define the Abelian group

Cp(F ) = ∏
i0<···<ip

F (Ui0 ∩·· ·∩Uip).

In other words, an elementα ∈CP(F ) is a collectionα = (αi0,...,ip) of sections ofF over
all intersections ofp+1 sets taken from the cover. These sections can be totally unrelated.

For everyp≥ 0 we define a “boundary operator”dp : Cp(F )→Cp+1(F ) by

(dpα)i0,...,ip+1 =
p+1

∑
k=0

(−1)kαi0,...,ik−1,ik+1,...,ip+1|Ui0∩···∩Ui p+1
.

Note that this makes sense as theαi0,...,ik−1,ik+1,ip+1 are sections ofF onUi0 ∩ ·· ·∩Uik−1 ∩
Uik+1 ∩·· ·∩Uip+1, which containsUi0 ∩·· ·∩Uip+1 as an open subset.

By abuse of notation we will denote all these operators simply byd if it is clear from
the context on whichCp(F ) they act.

Lemma 8.1.3. Let F be a sheaf on a scheme X. Then dp+1 ◦dp : Cp(F )→Cp+2(F ) is
the zero map for all p≥ 0.
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Proof. This statement is essentially due to the sign in the definition ofdα: for everyα ∈
Cp(F ) we have

(dp+1dpα)i0,...,ip+2 =
p+2

∑
k=0

(−1)k(dα)i0,...,ik−1,ik+1,...,ip+2

=
p+2

∑
k=0

k−1

∑
m=0

(−1)k+mαi0,...,im−1,im+1,...,ik−1,ik+1,...,ip+2

+
p+2

∑
k=0

p+2

∑
m=k+1

(−1)k+m−1αi0,...,ik−1,ik+1,...,im−1,im+1,...,ip+2

= 0

(omitting the restriction maps). �

We have thus defined a sequence of Abelian groups and homomorphisms

C0(F ) d0
−→C1(F ) d1

−→C2(F ) d2
−→ ·· ·

such thatdp+1 ◦ dp = 0 at every step. Such a sequence is usually called acomplex of
Abelian groups. The mapsdp are then called theboundary operators.

Definition 8.1.4. Let F be a sheaf on a schemeX. Pick an affine open cover{Ui} of X
and consider the associated groupsCp(F ) and homomorphismsdp : Cp(F )→Cp+1(F )
for p≥ 0. We define thep-th cohomology groupof F to be

H p(X,F ) = kerdp/ imdp−1

with the convention thatCp(F ) anddp are zero forp < 0. Note that this is well-defined
as imdp−1 ⊂ kerdp by lemma 8.1.3. IfX is a scheme over a fieldk then the cohomology
groups will be vector spaces overk. The dimension of the cohomology groupsH i(X,F )
as ak-vector space is then denotedhi(X,F ).

Remark8.1.5. The definition of the cohomology groups as it stands depends on the choice
of the affine open cover ofX. It is a very crucial (and non-trivial) fact that theH i(X,F )
actually donot depend on this choice (as we have already indicated by the notation). It is
the main disadvantage of ourČech approach to cohomology that this independence is not
obvious from the definition. There are other constructions of the cohomology groups (for
example the “derived functor approach” of [H] chapter III) that never use such affine open
covers and therefore do not face this problem. On the other hand, these other approaches
are essentially useless for actual computations. This is why we have given theČech ap-
proach here. We will prove the independence of our cohomology groups of the open cover
in section 8.5. For now we will just assume this independence and rather discuss the prop-
erties and applications of the cohomology groups.

Example 8.1.6. The following examples follow immediately from the definition and the
assumption of remark 8.1.5:

(i) For any X and F we haveH0(X,F ) = Γ(F ). In fact, we haveH0(X,F ) =
ker(d0 : C0(F )→C1(F )) by definition. But an elementα ∈C0(F ) is just given
by a sectionαi ∈ F (Ui) for every element of the open cover, and the mapd0 is
given by(αi −α j)|Ui∩U j . By the sheaf axiom this is zero for alli and j if and
only if the αi come from a global section ofF . HenceH0(X,F ) = Γ(F ). (In
particular, our definition ofh0(L) in section 7.7 is consistent with our current
definition ofh0(X,L).)

(ii) If X is an affine scheme thenH i(X,F ) = 0 for i > 0. In fact, ifX is affine we can
pick the open cover consisting of the single elementX, in which case the groups
Ci(F ) and hence theH i(X,F ) are trivially zero fori > 0.
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(iii) If X is a projective scheme of dimensionn thenH i(X,F ) = 0 wheneveri > n.
In fact, by proposition 4.1.9 we can pick homogeneous polynomialsf0, . . . , fn
such thatX ∩Z( f0, . . . , fn) = /0. We thus get an open cover ofX by then+ 1
subsetsX\Z( fi) which are all affine by proposition 5.5.4. Using this open cover
for the definition of the cohomology groups, we see that theCi(F ) and hence the
H i(X,F ) are zero fori > n. Note that the same is true for any scheme that can be
covered byn+1 affine open subsets.

Note that for (i) we did not need the independence of the cohomology groups of the open
cover, but for (ii) and (iii) we did. In fact, the last two statements are both highly non-trivial
theorems about cohomology groups. They only follow so easily in our setup because we
assumed the independence of the cover.

Example 8.1.7.Let X = P1 andF = O. By example 8.1.6 (i) we know thatH0(P1,O)∼= k
is simply the space of (constant) global regular functions, and by part (iii) we know that
H i(P1,O) = 0 for i > 1. So let us determineH1(P1,O). To compute this cohomology
group let us pick the obvious affine open coverUi = {xi 6= 0} for i = 0,1. Then

C1(O) = O(U0∩U1)

=
{

f

xa
0xb

1

; f homogeneous of degreea+b

}
=

〈
xm

0 xn
1

xa
0xb

1

; m+n = a+b andm,n,a,b≥ 0

〉
.

Of course the conditionm+ n = a+ b implies that we always havem≥ a or n≥ b. So
every such generator is regular on at least one of the open subsetsU0 andU1. It follows
that every such generator is in the image of the boundary map

d0 : C0(O) = O(U0)×O(U1)→ O(U0∩U1), (α0,α1) 7→ α1−α0|U0∩U1.

ConsequentlyH1(P1,O) = 0 by definition of the cohomology groups.

Example 8.1.8. In the same way as in example 8.1.7 let us now compute the cohomology
groupH1(P1,O(−2)). With the same notations as above we have now

C1(O(−2)) = O(−2)(U0∩U1)

=
{

f

xa
0xb

1

; f homogeneous of degreea+b−2

}
=

〈
xm

0 xn
1

xa
0xb

1

; m+n = a+b−2

〉
.

The conditionm+ n = a+ b− 2 implies thatm≥ a− 1 or n ≥ b− 1. If one of these

inequalities is strict, then the corresponding generator
xm
0 xn

1
xa
0xb

1
is regular onU0 or U1 and is

therefore zero in the cohomology groupH1(P1,O(−2)) as above. So we are only left
with the function 1

x0x1
where neither inequality is strict. AsC2(O(−2)) = 0 and so the

boundary operatord1 is trivial, we conclude thatH1(P1,O(−2)) is one-dimensional, with
the function 1

x0x1
as a generator.

8.2. The long exact cohomology sequence.The main property of the cohomology groups
is that they solve the problem of finding an exact sequence of sections associated to a short
exact sequence of sheaves:



8. Cohomology of sheaves 153

Proposition 8.2.1.Let0→F1→F2→F3→ 0 be an exact sequence of sheaves on a (sep-
arated) scheme X. Then there is a canonical long exact sequence of cohomology groups

0→ H0(X,F1)→ H0(X,F2)→ H0(X,F3)

→ H1(X,F1)→ H1(X,F2)→ H1(X,F3)

→ H2(X,F1)→ ··· .

Proof. Consider the diagram of Abelian groups and homomorphisms

· · ·

��

· · ·

��

· · ·

��

0 // Cp−1(F1)
f //

d
��

Cp−1(F2)
g //

d
��

Cp−1(F3) //

d
��

0

0 // Cp(F1)
f //

d
��

Cp(F2)
g //

d
��

Cp(F3) //

d
��

0

0 // Cp+1(F1)
f //

d

��

Cp+1(F2)
g //

d

��

Cp+1(F3) //

d

��

0

· · · · · · · · ·

The columns of this diagram are complexes (i.e.d ◦d = 0 at all places) by lemma 8.1.3.
We claim that the rows of this diagram are all exact: by lemma 7.2.7 (ii) and what we have
said in section 8.1 we know that the sequences 0→ F1(U)→ F2(U)→ F3(U)→ 0 are
exact on everyaffineopen subsetU of X. But the intersection of two (and hence finitely
many) affine open subsets ofX is again affine asU ∩V = ∆X ∩ (U ×V) is a closed subset
of an affine schemeU ×V (where∆X ⊂ X×X denotes the diagonal ofX). As theCp(Fi)
are made up from sections on such open subsets, the claim follows. Moreover, note that all
squares in this diagram are commutative by construction.

The statement of the proposition now follows from a basic lemma of homological alge-
bra: �

Lemma 8.2.2. Any short exact sequence of complexes

· · ·

��

· · ·

��

· · ·

��
0 // Cp−1

f //

d
��

Dp−1
g //

d
��

Ep−1 //

d
��

0

0 // Cp
f //

d
��

Dp
g //

d
��

Ep //

d
��

0

0 // Cp+1
f //

d

��

Dp+1
g //

d

��

Ep+1 //

d

��

0

· · · · · · · · ·
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(i.e. the Cp,Dp,Ep are Abelian groups, the diagram commutes, the rows are exact and the
columns are complexes) gives rise to a long exact sequence in cohomology

· · · → H p−1(E)→ H p(C)→ H p(D)→ H p(E)→ H p+1(C)→ ···

where Hp(C) = ker(Cp→Cp+1)/ im(Cp−1→Cp), and similarly for D and E.

Proof. The proof is done by pure “diagram chasing”. We will give some examples.

(i) Existence of the morphismsψ : H p(C)→ H p(D): let α ∈ H p(C) be represented
by an element inCp (which we denote by the same letter by abuse of notation).
Then dα = 0 ∈ Cp+1. Set ψ(α) = f (α). Note thatdψ(α) = f (dα) = 0, so
ψ(α) is a well-defined cohomology element. We still have to check that this
definition does not depend on the representative chosen inCp. So if α = dα′ for
someα′ ∈Cp−1 (so thatα = 0 in H p(C)) thenψ(α) = f (dα′) = d f(α′) (so that
ψ(α) = 0 in H p(D)).

(ii) The existence of the morphismsH p(D)→ H p(E) follows in the same way: they
are simply induced by the morphismsg.

(iii) Existence of the morphismsφ : H p(E)→H p+1(C): The existence of these “con-
necting morphisms” is probably the most unexpected part of this lemma. Letα be
a (representative of a) cohomology element inEp, so thatdα = 0. Asg : Dp→Ep

is surjective, we can pick aβ ∈ Dp such thatg(β) = α. Consider the element
dβ ∈ Dp+1. We haveg(dβ) = dg(β) = dα = 0, sodβ is in fact of the formf (γ)
for a (unique)γ ∈Cp+1. We setφ(α) = γ.

We have to check that this is well-defined:
(a) dγ = 0 (so thatγ actually defines an element in cohomology): we have

f (dγ) = d f(γ) = d(dβ) = 0 as the middle column is a complex, sodγ = 0
as thef are injective.

(b) The construction does not depend on the choice ofβ: if we pick anotherβ′
with g(β′) = α theng(β−β′) = 0, soβ−β′ = f (δ) for someδ ∈Cp as the
p-th row is exact. Now ifγ andγ′ are the elements such thatf (γ) = dβ and
f (γ′) = β′ then f (γ− γ′) = d(β−β′) = d f(δ) = f (dδ). As f is injective we
conclude thatγ− γ′ = dδ, soγ andγ′ define the same element inH p+1(C).

(c) If α = dα′ for someα′ ∈ Ep−1 (so thatα defines the zero element in co-
homology) then we can pick an inverse imageβ′ with g(β′) = α′ as g is
surjective. Forβ we can then takedβ′. But thendβ = d(dβ′) = 0 as the
middle column is a complex, so the resulting element inH p+1(C) is zero.

Summarizing, we can say that the morphismH p(E)→ H p+1(C) is obtained by
going “left, down, left” in our diagram. We have just checked that this really
gives rise to a well-defined map.

We have now seen that there is a canonical sequence of morphisms between the cohomol-
ogy groups as stated in the lemma. It remains to be shown that the sequence is actually
exact. We will check exactness at theH p(D) stage only (i.e. show that ker(H p(D)→
H p(E)) = im(H p(C)→ H p(D)) and leave the other two checks (atH p(C) andH p(E))
that are completely analogous as an exercise.

im(H p(C)→H p(D))⊂ ker(H p(D)→H p(E)): Let α∈H p(D) be of the formα = f (β)
for someβ ∈ H p(C)). Theng(α) = g( f (β)) = 0 as thep-th row is exact.

ker(H p(D)→ H p(E)) ⊂ im(H p(C)→ H p(D)): Let α ∈ H p(D) be a cohomology ele-
ment (i.e.dα = 0) such thatg(α) = 0 in cohomology, i.e.g(α) = dβ for someEp−1. As g
is surjective we can pick an inverse imageγ ∈ Dp−1 of β. Then

g(α−dγ) = g(α)−g(dγ) = g(α)−dβ = 0,



8. Cohomology of sheaves 155

so there is aδ ∈Cp such thatf (δ) = α−dγ as thep-th row is exact. Note thatδ defines
an element inH p(C) as f (dδ) = d(α−dγ) = 0−0 = 0 and thusdδ = 0 as f is injective.
Moreover, f (δ) = α in H p(D) by construction, soα ∈ im(H p(C)→ H p(D)). �

Example 8.2.3.Consider the exact sequence of sheaves onX = P1

0−→ O(−2)
·x0x1−→ O −→ kP⊕kQ−→ 0

from example 7.1.18, whereP= (0 : 1) andQ= (1 : 0), and the last map is given by evalu-
ation atP andQ. From proposition 8.2.1 we deduce an associated long exact cohomology
sequence

0→H0(X,O(−2))→H0(X,O)→H0(X,kP⊕kQ)→H1(X,O(−2))→H1(X,O)→ ··· .
Now H0(X,O(−2)) = 0 by example 7.7.1 andH1(X,O) = 0 by example 8.1.7. Moreover,
H0(X,O) is just the space of global (constant) functions,H0(X,kP⊕kQ) is isomorphic to
k× k (given by specifying values at the pointsP andQ), andH1(X,O(−2)) = 〈 1

x0x1
〉 is

1-dimensional by example 8.1.8. So our exact sequence is just

0→ k→ k×k→ k→ 0.

We can actually also identify the morphisms. The first morphism in this sequence isa 7→
(a,a) as it is the evaluation of the constant functiona at the pointsP andQ. The second
morphism is given by the “left, down, left” procedure of part (iii) of the proof of lemma
8.2.2 in the following diagram:

0 // C0(O(−2)) //

��

C0(O) //

��

C0(kP⊕kQ) //

��

0

0 // C1(O(−2)) // C1(O) // C1(kP⊕kQ) // 0

Starting with any element(a,b) ∈C0(kP⊕ kQ) we can find an inverse image inC0(O) =
O(U0)×O(U1) (with Ui = {xi 6= 0}, namely the pair of constant functions(b,a) (asP∈U1

andQ ∈U0). Going down in the diagram yields the functiona−b ∈ O(U0∩U1) by the
definition of the boundary operator. Recalling that the morphism fromO(−2) to O is given
by multiplication withx0x1, we find thata−b

x0x1
is the element inC1(O(−2)) that we were

looking for. In terms of the basis vector1x0x1
of H1(X,O(−2)) this function has the single

coordinatea−b. So in this basis our exact cohomology sequence becomes

0 → k → k×k → k → 0
a 7→ (a,a)

(a,b) 7→ a−b,

which is indeed exact.

8.3. The Riemann-Roch theorem revisited.Let us now study the cohomology groups
of line bundles on smooth projective curves in some more detail. So letX be such a curve,
and letL be a line bundle onX. Of course by example 8.1.6 (i) and (iii) the only interesting
cohomology group isH1(X,L). We will show that this group is trivial ifL is “positive
enough”:

Proposition 8.3.1. (Kodaira vanishing theorem for line bundles on curves) Let X be a
smooth projective curve of genus g, and letL be a line bundle on X such thatdegL ≥
2g−1. Then H1(X,L) = 0.

Proof. We computeH1(X,L) using our definition of cohomology groups. So letU0 ⊂ X
be an affine open subset ofX. It must be of the formX\{P1, . . . ,Pr} for some pointsPi

on X. Now pick any other affine open subsetU1 ⊂ X that contains the pointsPi . ThenU1
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is of the formX\{Q1, . . . ,Qs} with Pi 6= Q j for all i, j. So we have an affine open cover
X = U0∪U1.

By definition we haveH1(X,L) = L(U0∩U1)/(L(U0)+L(U1)). Note thatL(U0∩U1)
is precisely the space of rational sections ofL that may have poles at the pointsPi andQ j ,
and similarly forL(U0) andL(U1). In other words, to prove the proposition we have to
show that any rational sectionα of L with poles at thePi andQ j can be written as the sum
of two rational sectionsα0 andα1, whereα0 has poles only at thePi andα1 only at theQ j .

So letα be such a rational section. It is a global section ofL⊗OX(a1P1 + · · ·+arPr +
b1Q1 + · · ·+bsQs) for someai ,b j ≥ 0.

Let us assume thata1 ≥ 1. Note that then the degree of the line bundleωX ⊗L∨⊗
OX(−a1P1− ·· ·−arPr) is at most−2 by assumption and corollary 7.6.6. Hence by the
Riemann-Roch theorem 7.7.3 (and example 7.7.1) it follows that

h0(L⊗OX(a1P1 + · · ·+arPr)) = degL+a1 + · · ·+ar +1−g.

In the same way we get

h0(L⊗OX((a1−1)P1 + · · ·+arPr)) = degL+a1−1+a2 + · · ·+ar +1−g.

We conclude that

h0(L⊗OX(a1P1 + · · ·+arPr))−h0(L⊗OX((a1−1)P1 + · · ·+arPr)) = 1.

So we can pick a rational sectionα′0 in Γ(L⊗OX(a1P1+ · · ·+arPr)) that is not inΓ(h0(L⊗
OX((a1−1)P1 + · · ·+arPr))), i.e. a section that has a pole of order exactlya1 atP1.

Now α andα′0 are both sections of the one-dimensional vector space

Γ(L⊗OX(a1P1 + · · ·+arPr))/Γ(L⊗OX((a1−1)P1 + · · ·+arPr)),

and moreoverα′0 is not zero in this quotient. So by possibly multiplyingα′0 with a constant
scalar we can assume thatα−α′0 is in Γ(L⊗OX((a1−1)P1 + · · ·+arPr)).

Note now thatα′0 has poles only at thePi , whereas the total order of the poles ofα−α′0
at thePi is at mosta1 + · · ·+ ar −1. Repeating this process we arrive aftera1 + · · ·+ ar

steps at a rational sectionα0 with poles only at thePi such thatα1 := α−α0 has no poles
any more at thePi . This is precisely what we had to construct. �

Remark8.3.2. As in the case of the Riemann-Roch theorem there are vast generalizations
of the Kodaira vanishing theorem, e.g. to higher-dimensional spaces. One version is the
following: if X is a smooth projective variety thenH i(X,ωX⊗OX(n)) = 0 for all i > 0 and
n > 0. Note that in the case of a smooth curve this follows from our version of proposition
8.3.1, as deg(ωX⊗OX(n)) = 2g−2+1≥ 2g−1.

In general cohomology groups “tend to be zero quite often”. There are many so-called
vanishing theorems that assert that certain cohomology groups are zero under some condi-
tions that can hopefully easily be checked. We will prove one more vanishing theorem in
theorem 8.4.7 (ii). Of course, the advantage of vanishing cohomology groups is that they
break up the long exact cohomology sequence of proposition 8.2.1 into smaller pieces.

Using our Kodaira vanishing theorem we can now reprove the Riemann-Roch theo-
rem in a “cohomological version”. In analogy to the notation of section 7.7 let us denote
H1(X,OX(D)) also byH1(D) for any divisorD, and similarly forh1(D).

Corollary 8.3.3. (Riemann-Roch theorem for line bundles on curves, second version)
Let X be a smooth projective curve of genus g. Then for any divisor D on X we have

h0(D)−h1(D) = degD+1−g.
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Proof. From the exact skyscraper sequence

0→ OX(D)→ OX(D+P)→ kP→ 0

for any pointP∈ X we get the long exact sequence in cohomology

0→ H0(D)→ H0(D+P)→ k→ H1(D)→ H1(D+P)→ 0

by proposition 8.2.1. Taking dimensions, we conclude thatχ(D + P)−χ(D) = 1, where
χ(D) := h0(D)−h1(D). It follows by induction that we must have

h0(D)−h1(D) = degD+c

for some constantc (that does not depend onD). But by our first version of the Riemann-
Roch theorem 7.7.3 we have

h0(D)−h0(KX−D) = degD+1−g.

So to determine the constantc we can pick a divisorD of degree at least 2g− 1: then
h1(D) vanishes by proposition 8.3.1 andh0(KX −D) by example 7.7.1. So we conclude
thatc = 1−g, as desired. �

Remark8.3.4. Comparing our two versions of the Riemann-Roch theorem we see that we
must haveh0(ωX⊗L∨) = h1(L) for all line bundlesL on a smooth projective curveX. In
fact, this is just a special case of theSerre duality theorem that asserts that for any smooth
n-dimensional varietyX and any locally free sheafF there are canonical isomorphisms

H i(X,F )∼= Hn−i(X,ωX⊗F ∨)∨

for all i = 0, . . . ,n. Unfortunately, these isomorphisms cannot easily be written down.
There are even more general versions for singular varietiesX and more general sheavesF .
We refer to [H] section III.7 for details.

Note that our new version of the Riemann-Roch theorem can be used to define the genus
of singular curves:

Definition 8.3.5. Let X be a (possibly singular) curve. Then thegenusof X is defined to
be the non-negative integerh1(X,OX). (This definition is consistent with our old ones as
we can see by settingL = OX in corollary 8.3.3.)

Let us investigate the geometric meaning of the genus of singular curves in two cases:

Example 8.3.6. Let C1, . . . ,Cn be smooth irreducible curves of generag1, . . . ,gn, and de-
note byC̃ = C1∪ ·· · ∪Cn their disjoint union. Now pickr pairs of pointsPi ,Qi ∈ C̃ that
are all distinct, and denote byC the curve obtained from̃C by identifying everyPi with
the correspondingQi for i = 1, . . . , r. Curves obtained by this procedure are callednodal
curves.

To compute the genus of the nodal curveC we consider the exact sequence

0→ OC→⊕n
i=1OCi →⊕

r
i=1kPi → 0

where the last maps⊕n
i=1OCi → kPi are given by evaluation atPi minus evaluation atQi .

The sequence just describes the fact that regular functions onC are precisely functions on
C̃ that have the same value atPi andQi for all i.

By proposition 8.2.1 we obtain a long exact cohomology sequence

0→ H0(C,OC)→⊕n
i=1H0(Ci ,OCi )→ k⊕r → H1(C,OC)→⊕n

i=1H1(Ci ,OCi )→ 0.

Taking dimensions, we get 1−n+ r−h1(C,OC)+∑i gi = 0, so we see that the genus ofC
is ∑i gi + r +1−n. If C is connected, note thatr +1−n is precisely the number of “loops”
in the graph ofC. So the genus of a nodal curve is the sum of the genera of its components
plus the number of “loops”. This fits well with our topological interpretation of the genus
given in examples 0.1.2 and 0.1.3.
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C2
C1 C1

C

P1 Q1

C1 C2

genus = g1 + g2

C3

2 + g3 +1genus = g1 + g genus = g1 +1

Proposition 8.3.7. Let X⊂ P2 be a (possibly singular) curve of degree d, given as the
zero locus of a homogeneous polynomial f of degree d. Then the genus of X is equal to
1
2(d−1)(d−2).

Proof. Let x0,x1,x2 be the coordinates ofP2. By a change of coordinates we can assume
that the point(0 : 0 : 1) is not onX. Then the affine open subsetsU0 = {x0 6= 0} and
U1 = {x1 6= 0} coverX. So in the same way as in the proof of proposition 8.3.1 we get

H1(X,OX) = OX(U0∩U1)/(OX(U0)+OX(U1)).

Moreover, the equation off must contain anxd
2-term, so the relationf = 0 can be used to

restrict the degrees inx2 of functions onX to at mostd−1. Hence we get

OX(U0∩U1) =

{
xi

2

x j
0xk

1

; 0≤ i ≤ d−1 andi = j +k

}
and

OX(U0) =

{
xi

2

x j
0xk

1

; 0≤ i ≤ d−1, k≤ 0, andi = j +k

}
(and similarly forOX(U1)). We conclude that

H1(X,OX) =

{
xi

2

x j
0xk

1

; 0≤ i ≤ d−1, j > 0, k > 0, andi = j +k

}
.

To compute the dimension of this space note that for a given value ofi (which can run from
0 to d−1) we geti−1 choices ofj andk (namely(1, i−1),(2, i−2), . . . ,(i−1,1)). So
the total dimension ish1(X,OX) = 1+2+ · · ·+(d−2) = 1

2(d−1)(d−2). �

Remark8.3.8. The important point of proposition 8.3.7 is that the genus of a curve is
constant in families: if we degenerate a smooth curve into a singular one (by varying the
coefficients in its equation) then the genus of the singular curve will be the same as the
genus of the original smooth curve. This also fits well with our idea in examples 0.1.2 and
0.1.3 that we can compute the genus of a plane curve by degenerating it into a singular one,
where the result is then easy to read off.

Remark8.3.9. Our second (cohomological) version of the Riemann-Roch theorem is in
fact the one that is needed for generalizations to higher-dimensional varieties. IfX is an
n-dimensional projective variety andF a sheaf onX then the generalized Riemann-Roch
theorem mentioned in remark 7.7.7 (v) will compute theEuler characteristic

χ(X,F ) :=
n

∑
i=0

(−1)ihi(X,F )
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in terms of other data that are usually easier to determine than the cohomology groups
themselves.

8.4. The cohomology of line bundles on projective spaces.Let us now turn to higher-
dimensional varieties and compute the cohomology groups of the line bundlesOX(d) on
the projective spaceX = Pn.

Proposition 8.4.1. Let X= Pn, and denote by S= k[x0, . . . ,xn] the graded coordinate ring
of X. Then the sheaf cohomology groups of the line bundlesOX(d) on X are given by:

(i)
L

d∈Z H0(X,OX(d)) = S as graded k-algebras,
(ii)

L
d∈Z Hn(X,OX(d)) = S′ as graded k-vector spaces, where S′ ∼= S with the grad-

ing given by S′d = S−n−1−d.
(iii) H i(X,OX(d)) = 0 whenever i6= 0 and i 6= n.

Remark8.4.2. By splitting up the equations of (i) and (ii) into the graded pieces one obtains
the individual cohomology groupsH i(X,OX(d)). So for example we have

hn(X,OX(d)) = h0(X,OX(−n−1−d)) =

{(−d−1
n

)
if d≤−n−1,

0 if d >−n−1.

(Note that the equality of these two dimensions is consistent with the Serre duality theorem
of remark 8.3.4, sinceωX = OX(−n−1) by lemma 7.4.15.)

Proof. (i) is clear from example 8.1.6 (i).

(ii): Let {Ui} for 0≤ i ≤ n be the standard affine open cover ofX, i.e.Ui = {xi 6= 0}. We
will prove the proposition for alld together by computing the cohomology of the quasi-
coherentgradedsheafFX =

L
d∈Z OX(d) while keeping track of the grading (note that

cohomology commutes with direct sums). This is just a notational simplification.

Of course we haveUi0,...,ik = {xi0 · · · · · xik 6= 0}. SoF (Ui0,...,ik) is just the localization
Sxi0 ···xik

. It follows that the sequence of groupsCk(FX) reads

∏
i0

Sxi0
→ ∏

i0<i1

Sxi0xi1
→ ··· →∏

j
Sx0···x j−1x j+1···xn→ Sx0···xn. (∗)

Looking at the last term in this sequence, we compute that

Hn(X,F ) = coker(∏
j

Sx0···x j−1x j+1···xn→ Sx0···xn)

= 〈x j0
0 · · ·x

jn
n ; j i ∈ Z〉/〈x j0

0 · · ·x
jn
n ; j i ≥ 0 for somei〉

= 〈x j0
0 · · ·x

jn
n ; j i < 0 for all i〉

=
1

x0 · · ·xn
k[x−1

0 , . . . ,x−1
n ],

so up to a shift of degx0 · · ·xn = n+1 these are just the polynomials inxi with non-positive
exponents. This shows (ii).

(iii): We prove this by induction onn. There is nothing to show forn = 1. Let H =
{xn = 0} ∼= Pn−1 be a hyperplane. Note that there is an exact sequence of sheaves onX

0→ OX(d−1)→ OX(d)→ OH(d)→ 0

for all d, where the first map is given by multiplication withxn, and the second one by
settingxn to 0. Taking these sequences together for alld ∈ Z we obtain the exact sequence

0→ F (−1) ·xn→ F → FH → 0
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where we setF (−1) = F ⊗OX(−1). From the associated long exact cohomology se-
quence and the induction hypothesis we get the following exact sequences:

0→ H0(X,F (−1))→ H0(X,F )→ H0(H,FH)→ H1(X,F (−1))→ H1(X,F )→ 0,

0→ H i(X,F (−1))→ H i(X,F )→ 0 for 1< i < n−1,

0→ Hn−1(X,F (−1))→ Hn−1(X,F )→ Hn−1(H,FH)→ Hn(X,F (−1))→ Hn(X,F )→ 0.

So first of all we see thatH i(X,F (−1)) ∼= H i(X,F ) for all 1 < i < n−1. We claim that
this holds in fact for 1≤ i ≤ n−1. To see this fori = 1 note that the first exact sequence
above starts with

0→ k[x0, . . . ,xn]
·xn→ k[x0, . . . ,xn]→ k[x0, . . . ,xn−1]→ ··· ,

which is obviously exact on the right, so it follows thatH1(X,F (−1)) ∼= H1(X,F ). A
similar analysis of the third exact sequence above, using the explicit description of the
proof of part (ii), shows thatHn−1(X,F (−1)) ∼= Hn−1(X,F ). So we see that the map
H i(X,F (−1)) ·xn→ H i(X,F ) is an isomorphism for all 1≤ i ≤ n− 1. (Splitting this up
into the graded parts, this means thatH i(X,OX(d−1)) ∼= H i(X,OX(d)) for all d, i.e. the
cohomology groups do not depend ond. We still have to show that they are in fact zero.)

Now localize theČech complex(∗) with respect toxn. Geometrically this just means
that we arrive at the complex that computes the cohomology ofF onUn = {xn 6= 0}. As
Un is an affine scheme and therefore does not have higher cohomology groups by example
8.1.6 (ii), we see that

H i(X,F )xn = H i(Un,F |Un) = 0.

So for anyα ∈ H i(X,F ) we know thatxk
n ·α = 0 for somek. But we have shown above

that multiplication withxn in H i(X,F ) is an isomorphism, soα = 0. This means that
H i(X,F ) = 0, as desired. �

Example 8.4.3.As a consequence of this computation we can now of course compute the
cohomology groups of all sheaves onPn that are made up of line bundles in some way. Let
us calculate the cohomology groupsH i(X,ΩX) as an example. By the Euler sequence of
lemma 7.4.15

0→ΩPn→ O(−1)⊕(n+1)→ O→ 0

we get the long exact cohomology sequence

0→ H0(ΩPn)→ H0(O(−1))⊕(n+1)→ H0(O)

→ H1(ΩPn)→ H1(O(−1))⊕(n+1)→ H1(O)

→ H2(ΩPn)→ ··· .

By proposition 8.4.1 the cohomology groups ofO(−1) are all zero, while the cohomology
groupsH i(O) are zero unlessi = 0, in which case we haveh0(O) = 1. So we conclude that

hi(Pn,ΩPn) =

{
1 if i = 1,

0 otherwise.

As an application of our computation of the cohomology groups of line bundles on pro-
jective spaces, we now want to prove in the rest of this section that the cohomology groups
of certain “finitely generated” quasi-coherent sheaves on projective schemes are always
finite-dimensional. Let us first define what we mean by this notion of finite generation.

Definition 8.4.4. Let X be a scheme. A sheafF onX is calledcoherentif for every affine
open subsetU = SpecR⊂ X the restricted sheafF |U is the sheaf associated to afinitely
generated R-module in the sense of definition 7.2.1.
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Remark8.4.5. Except for the finite generation condition this definition is precisely the
same as for quasi-coherent sheaves. Consequently, our results that essentially all operations
that one can do with quasi-coherent sheaves yield again quasi-coherent sheaves carry over
to coherent sheaves without much change.

To show that the cohomology groups of coherent sheaves on projective schemes are
finite-dimensional we need an auxiliary lemma first.

Lemma 8.4.6. Let X be a projective scheme over a field, and letF be a coherent sheaf on
X. Then there is a surjective morphismOX(−d)⊕n→ F for some d and n.

Proof. Let X ⊂ Pr = Projk[x0, . . . ,xr ] and consider the standard affine open subsetsUi =
SpecRi ⊂ X given byxi 6= 0. As F is coherent,F |Ui is of the formM̃i , whereMi is a
finitely generatedRi-module. Letsi,1, . . . ,si,ki be generators. Then thesi, j define sections
of F overUi , and their germs generate the stalk ofF at every point ofUi .

Thesi, j do not need to extend to global sections ofF , but we will now show that after
multiplying with xd

i for somed we get global sectionssi, j ·xd
i ∈ Γ(F ⊗OX(d)). As X\Ui

is covered by the affine open subsetsUk for k 6= i, it is sufficient to show that we can
extendsi, j to all Uk in this way. ButF (Uk) = Mk andF (Ui ∩Uk) = (Mk)xi by proposition
7.2.2 (ii), sosi, j ∈ F (Ui ∩Uk) ∈ (Mk)xi obviously gives an element inF (Uk) = Mk after
multiplying with a sufficiently high power ofxi .

Hence we have shown that for somed we get global sectionssi, j ∈ Γ(F ⊗OX(d)) that
generate the stalk ofF ⊗OX(d) at all points ofX. So these sections define a surjective
morphismO → F ⊗OX(d)⊕n (wheren is the total number of sections chosen) and hence
a surjective morphismOX(−d)⊕n→ F . �

Theorem 8.4.7. Let X be a projective scheme over a field, and letF be a coherent sheaf
on X.

(i) The cohomology groups Hi(X,F ) are finite-dimensional vector spaces for all i.
(ii) We have Hi(X,F ⊗OX(d)) = 0 for all i > 0 and d� 0.

Proof. Let i : X→ Pr be the inclusion morphism. Asi∗F is coherent by proposition 7.2.9
(or rather its analogue for coherent sheaves) and the cohomology groups ofF and i∗F
agree by definition, we can assume thatX = Pr .

We will prove the proposition bydescendinginduction oni. By example 8.1.6 (iii)
there is nothing to show fori > r. By lemma 8.4.6 there is an exact sequence 0→ R →
OX(−d)⊕n→ F → 0 for somed andn, whereR is a coherent sheaf onX by lemma 7.2.7.
Tensoring withOX(e) for somee∈Z and taking the corresponding long exact cohomology
sequence, we get

· · · → H i(X,OX(e−d)⊕n)→ H i(X,F ⊗OX(e))→ H i+1(X,R ⊗OX(e))→ ··· .

(i): Take e= 0. Then the vector space on the left is always finite-dimensional by the
explicit computation of proposition 8.4.1, and the one on the right is finite-dimensional by
the induction hypothesis. HenceH i(X,F ) is finite-dimensional as well.

(ii): For e� 0 the group on the left is zero again by the explicit calculation of proposi-
tion 8.4.1, and the one on the right is zero by the induction hypothesis. HenceH i(X,F ⊗
OX(e)) = 0 for e� 0. �

Remark8.4.8. Of course the assumption of projectivity is essential in theorem 8.4.7, as for
exampleH0(A1,OA1) = k[x] is not finite-dimensional as a vector space overk.



162 Andreas Gathmann

For a more interesting example, considerX = A2\{(0,0)} and computeH1(X,OX).
Using the affine open coverX = U1∪U2 with Ui = {xi 6= 0} for i = 1,2, we get

H1(X,OX) = OX(U1∩U2)/(OX(U1)+OX(U2))

=
〈

xi
1x j

2 ; i, j ∈ Z
〉

/
〈

xi
1x j

2 ; j ≥ 0 or i ≥ 0
〉

=
〈

xi
1x j

2 ; i, j < 0
〉

,

which is not finite-dimensional. So we conclude thatX is not projective (which is obvi-
ous). But we have also reproven the statement thatX is not affine (see remark 2.3.17), as
otherwise we would have a contradiction to example 8.1.6 (ii).

8.5. Proof of the independence of the affine cover.To make our discussion of sheaf
cohomology rigorous it remains to be proven that the cohomology groups as of definition
8.1.4 do not depend on the choice of affine open cover. So let us go back to the original
definitions 8.1.2 and 8.1.4 that (seem to) depend on this choice. For simplicity let us
assume that all affine covers involved are finite.

Lemma 8.5.1.LetF be a quasi-coherent sheaf on an affine scheme X. Then Hi(X,F ) = 0
for all i > 0 and every choice of affine open cover{Ui}.

Proof. Let us define a “sheafified version” of theČech complex as follows: we set

C p(F ) = ∏
i0<···<ip

i∗F |Ui0∩···∩Ui p

where i : Ui0 ∩ ·· · ∩Uip → X denotes the various inclusion maps. Then theC p(F ) are
quasi-coherent sheaves onX by proposition 7.2.9. Their spaces of global sections are
Γ(C p(F ))=Cp(F ) by definition. There are boundary morphismsdp : C p(F )→C p+1(F )
defined by the same formula as in definition 8.1.2, giving rise to a complex

C 0(F )→ C 1(F )→ C 2(F )→ ··· . (∗)

Note that it suffices to prove that this sequence is exact: as taking global sections of quasi-
coherent sheaves on affine schemes preserves exact sequences by proposition 7.2.2 (ii) it
then follows that the sequence

C0(F )→C1(F )→C2(F )→ ···

is exact as well, which by definition means thatH i(X,F ) = 0 for i > 0.

The exactness of(∗) can be checked on the stalks. So letP∈ X be any point, and let
U j be an affine open subset of the given cover that containsP. We define a morphism of
stalks of sheaves atP

k : C k
P→ C k−1

P , α 7→ kα
by (kα)i0,...,ip−1 = α j,i0,...,ip−1, where we make the following convention: if the indices
j, i0, . . . , ip−1 are not in sorted order andσ ∈ Sp+1 is the permutation such thatσ( j) <
σ(i0) < · · ·< σ(ip−1) then byα j,i0,...,ip−1 we mean(−1)σ ·ασ( j),σ(i0),...,σ(ip−1).

We claim thatkd+dk : C k
P→ C k

P is the identity. In fact, we have

(dkα)i0,...,ip = αi0,...,ip−
p

∑
k=1

(−1)k α j,i0,...,ik−1,ik+1,...,ip

and

(kdα)i0,...,ip =
p

∑
k=1

(−1)k α j,i0,...,ik−1,ik+1,...,ip

from which the claim follows.
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Finally we can now prove that the sequence(∗) is exact at any pointP: we know
already that imdk−1 ⊂ kerdk asdk ◦dk−1 = 0. Conversely, ifα ∈ kerdk, i.e.dα = 0, then
α = (kd+dk)(α) = d(kα), i.e.α ∈ imdk−1. �

Lemma 8.5.2. Let F be a quasi-coherent sheaf on a scheme X. Pick an affine open cover
U = {U1, . . . ,Uk}. Let U0⊂ X be any other affine open subset, and denote byŨ the affine
open cover{U0, . . . ,Uk}. Then the cohomology groups determined by the open coversU
andŨ are the same.

Proof. LetCp(F ) andH p(X,F ) be the groups of̌Cech cycles and the cohomology groups
for the coverU, and denote bỹCp(F ) and H̃ p(X,F ) the corresponding groups for the
coverŨ.

Note that there are natural morphismsC̃p(F )→ Cp(F ) and H̃ p(X,F )→ H p(X,F )
given by “forgetting the data that involves the open subsetU0”, i.e. by

(αi0,...,ip)0≤i0<i1<···<ip≤k 7→ (αi0,...,ip)1≤i0<i1<···<ip≤k.

More precisely, an element̃α ∈ C̃p(F ) can be thought of as a pair̃α = (α,α0), where
α ∈Cp(F ) is given byαi0,...,ip = α̃i0,...,ip (for i0 > 0) andα0 ∈Cp−1(U0,F |U0) is given by
α0

i0,...,ip−1
= α̃0,i0,...,ip−1. Moreover,dα̃ = 0 if and only if

dα = 0 (1)

(these are the equations(dα̃)i0,...,ip+1 = 0 for i0 > 0) and

α|U0−dα0 = 0 (2)

(these are the equations(dα̃)i0,...,ip+1 = 0 for i0 = 0).

We have to show that the morphism̃H p(X,F )→ H p(X,F ) is injective and surjective.

(i) H̃ p(X,F )→ H p(X,F ) is surjective: Letα ∈ H p(X,F ) be a cohomology cycle,
i.e. dα = 0. We have to find anα0 ∈Cp−1(U0,F |U0) such that̃α = (α,α0) satis-
fiesdα̃ = 0, i.e. by (2) such thatdα0 = α|U0. But d(α|U0) = (dα)|U0 = 0, so by
lemma 8.5.1α|U0 = dα0 for someα0.

(ii) H̃ p(X,F )→ H p(X,F ) is injective: Letα̃ ∈ H̃ p(X,F ) be a cohomology cycle
(i.e. dα̃ = 0) such thatα = 0 ∈ H p(X,F ), i.e. α = dβ for someβ ∈Cp−1(F ).
We have to show that̃α = 0 ∈ H̃ p(X,F ), i.e. we have to find ãβ = (β,β0) ∈
C̃p−1(F ) such thatdβ̃ = α̃. By (2) this means that we needβ|U0 − dβ0 = α0.
But d(β|U0−α0) = α|U0−α|U0 = 0, so by lemma 8.5.1 there is aβ0 such that
β|U0−α0 = dβ0.

�

Corollary 8.5.3. The cohomology groups of quasi-coherent sheaves on any scheme do not
depend on the choice of open affine cover.

Proof. Let F be a quasi-coherent sheaf on a schemeX. Let U = {U1, . . . ,Uk} andU′ =
{U ′1, . . . ,U ′m} be two affine open covers ofX. Then the cohomology groupsH i(X,F )
determined byU are the same as those determined byU ∪U′ by (a repeated application
of) lemma 8.5.2, which in turn are equal to those determined byU′ by the same lemma.�

8.6. Exercises.

Exercise 8.6.1.Let X be a smooth projective curve. For any pointP ∈ X consider the
exact skyscraper sequence of sheaves onX

0→ ωX → ωX⊗OX(P)→ kP→ 0

as in exercise 7.8.4. Show that the induced sequence of global sections is not exact, i.e. the
last mapΓ(ωX⊗OX(P))→ Γ(kP) is not surjective.
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Exercise 8.6.2.Complete the proof of lemma 8.2.2, i.e. show that the sequence of mor-
phisms of cohomology groups

· · · → H p−1(E)→ H p(C)→ H p(D)→ H p(E)→ H p+1(C)→ ···
associated to an exact sequence of complexes 0→C→ D→ E→ 0 is exact at theH p(C)
andH p(E) positions.

Exercise 8.6.3.Compute the cohomology groupsH i(P1×P1, p∗OP1(a)⊗q∗OP1(b)) for
all a,b∈ Z, wherep andq denote the two projection maps fromP1×P1 to P1.

Exercise 8.6.4.Give an example of a smooth projective curveX and line bundlesL1,L2

onX of the same degreesuch thath0(X,L1) 6= h0(X,L2).

Exercise 8.6.5.Let X ⊂ Pr be acomplete intersectionof dimensionn≥ 1, i.e. it is the
scheme-theoretic zero locus ofr−n homogeneous polynomials. Show thatX is connected.

(Hint: Prove by induction onn that the natural mapH0(Pr ,OPr (d))→H0(X,OX(d)) is
surjective for alld ∈ Z.)
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9. INTERSECTION THEORY

A k-cycle on a scheme X (that is always assumed to be separated and of finite type
over an algebraically closed field in this section) is a finite formal linear combination
∑i ni [Vi ] with ni ∈ Z, where the Vi are k-dimensional subvarieties of X. The group of
k-cycles is denoted Zk(X). A rational function ϕ on any subvariety Y ⊂ X of dimen-
sion k+1 determines a cycle div(ϕ) ∈ Zk(X), which is just the zeroes of ϕ minus the
poles of ϕ, counted with appropriate multiplicities. The subgroup Bk(X) ⊂ Zk(X)
generated by cycles of this form is called the group of k-cycles that are rationally
equivalent to zero. The quotient groups Ak(X) = Zk(X)/Bk(X) are the groups of
cycle classes or Chow groups. They are the main objects of study in intersection
theory. The Chow groups of a scheme should be thought of as being analogous to
the homology groups of a topological space.

A morphism f : X→Y is called proper if inverse images of compact sets (in the
classical topology) are compact. Any proper morphism f gives rise to push-forward
homomorphisms f∗ : A∗(X)→ A∗(Y) between the Chow groups. On the other hand,
some other morphisms f : X→Y (e.g. inclusions of open subsets or projections from
vector bundles) admit pull-back maps f ∗ : A∗(Y)→ A∗(X).

If X is a purely n-dimensional scheme, a Weil divisor is an element of Zn−1(X).
In contrast, a Cartier divisor is a global section of the sheaf K ∗X/O∗X . Every Cartier
divisor determines a Weil divisor. On smooth schemes, Cartier and Weil divisors
agree. On almost any scheme, Cartier divisors modulo linear equivalence correspond
exactly to line bundles.

We construct bilinear maps PicX×Ak(X)→ Ak−1(X) that correspond geomet-
rically to taking intersections of the divisor (a codimension-1 subset of X) with the
k-dimensional subvariety. If one knows the Chow groups of a space and the above
intersection products, one arrives at Bézout style theorems that allow to compute the
number of intersection points of k divisors on X with a k-dimensional subspace.

9.1. Chow groups. Having discussed the basics of scheme theory, we will now start with
the foundations of intersection theory. The idea of intersection theory is the same as that of
homology in algebraic topology. Roughly speaking, what one does in algebraic topology
is to take e.g. a real differentiable manifoldX of dimensionn and an integerk≥ 0, and con-
sider formal linear combinations of realk-dimensional submanifolds (with boundary) onX
with integer coefficients, called cycles. IfZk(X) is the group of closed cycles (those having
no boundary) andBk(X)⊂Zk(X) is the group of those cycles that are boundaries of(k+1)-
dimensional cycles, then the homology groupHk(X,Z) is the quotientZk(X)/Bk(X).

There are (at least) two main applications of this. First of all, the groupsHk(X,Z) are
(in contrast to theZk(X) andBk(X)) often finitely generated groups and provide invariants
of the manifoldX that can be used for classification purposes. Secondly, there are inter-
section products: homology classes inHn−k(X,Z) andHn−l (X,Z) can be “multiplied” to
give a class inHn−k−l (X,Z) that geometrically corresponds to taking intersections of sub-
manifolds. Hence if we are for example given submanifoldsVi of X whose codimensions
sum up ton (so that we expect a finite number of points in the intersection

T
i Vi), then this

number can often be computed easily by taking the corresponding products in homology.

Our goal is to establish a similar theory for schemes. For any scheme of finite type
over a ground field and any integerk≥ 0 we will define the so-called Chow groupsAk(X)
whose elements are formal linear combinations ofk-dimensional closed subvarieties ofX,
modulo “boundaries” in a suitable sense. The formal properties of these groupsAk(X) will
be similar to those of homology groups; if the ground field isC you might even want to
think of theAk(X) as being “something like”H2k(X,Z), although these groups are usually
different. But there is always a mapAk(X)→ H2k(X,Z) (at least if one uses the “right”
homology theory, see [F] chapter 19 for details), so you can think of elements in the Chow
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groups as something that determines a homology class, but this map is in general neither
injective nor surjective.

Another motivation for the Chow groupsAk(X) is that they generalize our notions of
divisors and divisor classes. In fact, ifX is a smooth projective curve thenA0(X) will be by
definition the same as PicX. In general, the definition of the groupsAk(X) is very similar
to our definition of divisors: we consider the free Abelian groupsZk(X) generated by the
k-dimensional subvarieties ofX. There is then a subgroupBk(X)⊂ Zk(X) that corresponds
to those linear combinations of subvarieties that are zeros minus poles of rational functions.
The Chow groups are then the quotientsAk(X) = Zk(X)/Bk(X).

To make sense of this definition, the first thing we have to do is to define the divisor of a
rational function (see definition 6.3.4) in the higher-dimensional case. This is essentially a
problem of commutative algebra, so we will only sketch it here. The important ingredient
is the notion of the length of a module.

Remark9.1.1. (For the following facts we refer to [AM] chapter 6 and [F] section A.1.)
Let M be a finitely generated module over a Noetherian ringR. Then there is a so-called
composition series, i.e. a finite chain of submodules

0 = M0 ( M1 ( · · ·( Mr = M (∗)

such thatMi/Mi−1
∼= R/pi for some prime idealspi ∈ R. The series is not unique, but for

any prime idealp ⊂ R the number of timesp occurs among thepi does not depend on the
series.

The geometric meaning of this composition series is easiest explained in the case where
R is an integral domain andM = R/I for some idealI ⊂ R. In this case SpecM is a closed
subscheme of the irreducible scheme SpecR (see examples 5.2.3 and 7.2.10). The prime
idealspi are then precisely the ideals of the irreducible (and maybe embedded) components
of SpecM, or in other words the prime ideals associated to all primary ideals in the primary
decomposition ofI . The number of timesp occurs among thepi can be thought of as
the “multiplicity” of the corresponding component in the scheme. For example, ifI is a
radical ideal (so SpecM is reduced) then thepi are precisely the ideals of the irreducible
components of SpecM, all occurring once.

We will need this construction mainly in the case whereI = ( f )⊂ R is the ideal gener-
ated by a single (non-zero) function. In this case all irreducible components of SpecM have
codimension 1. Ifp ⊂ R is a prime ideal corresponding to any codimension-1 subvariety
of SpecRwe can consider a composition series as above for the localized moduleMp over
Rp. As the only prime ideals inRp are(0) andpRp (corresponding geometrically to SpecR
and SpecM, respectively) andf does not vanish identically on SpecM, the only prime
ideal that can occur in the composition series ofMp is pRp. The number of times it occurs,
i.e. the lengthr of the composition series, is then called thelength of the moduleMp over
Rp, denotedlRp(Mp). It is equal to the number of timesp occurs in the composition series
of M overR. By what we have said above, we can interpret this number geometrically as
the multiplicity of the subvariety corresponding top in the scheme SpecR/( f ), or in other
words as the order of vanishing off at this codimension-1 subvariety.

We should rephrase these ideas in terms of general (not necessarily affine) schemes.
So letX be a scheme, and letV ⊂ X be a subvariety of codimension 1. Note thatV can
be considered as apoint in the schemeX, so it makes sense to talk about the stalkOX,V

of the structure sheafOX at V. If U = SpecR⊂ X is any affine open subset with non-
empty intersection withV thenOX,V is just the localized ringRp wherep is the prime ideal
corresponding to the subvarietyV ∩U of U (see proposition 5.1.12 (i)). So iff ∈ OX,V is
a local function aroundV then its order of vanishing at the codimension-1 subvarietyV is
simply the lengthlOX,V (OX,V/( f )). To define the order of a possibly rational functionϕ on
X we just have to observe that the field of fractions of the ringOX,V is equal to the field of
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rational functions onX. So we can writeϕ as f
g for some f ,g∈ OX,V and simply define

the order ofϕ atV to be the difference of the orders off andg atV.

With these prerequisites we can now define the Chow groups in complete analogy to the
Picard group of divisor classes in section 6.3. For the rest of this section by a scheme we
will always mean a scheme of finite type over some algebraically closed field (that is not
necessarily smooth, irreducible, or reduced). A variety is a reduced and irreducible (but
not necessarily smooth) scheme.

Definition 9.1.2. Let X be a variety, and letV ⊂ X be a subvariety of codimension 1, and
setR= OX,V . For every non-zerof ∈ R⊂ K(X) we define theorder of f atV to be the
integer ordV( f ) := lR(R/( f )). If ϕ ∈ K(X) is a non-zero rational function we writeϕ = f

g
with f ,g∈ Rand define the order ofϕ atV to be

ordV(ϕ) := ordV( f )−ordV(g).

To show that this is well-defined, i.e. that ordV
f
g = ordV

f ′

g′ wheneverf g′ = g f ′, one uses
the exact sequence

0→ R/(a) ·b→ R/(ab)→ R/(b)→ 0

and the fact that the length of modules is additive on exact sequences. From this it also
follows that the order function is a homomorphism of groups ordV : K(X)∗ := K(X)\{0}→
Z.

Example 9.1.3. Let X = A1 = Speck[x] and letV = {0} ⊂ X be the origin. Consider the
functionϕ = xr for r ≥ 0. ThenR= OX,V = k[x](x), andR/(x)∼= k. So asR/(xr) = {a0 +
a1x+ · · ·+ar−1xr−1} has vector space dimensionr overk we conclude that ord0(xr) = r,
as expected. By definition, we then have the equality ord0(xr) = r for all r ∈ Z.

Definition 9.1.4. Let X be a scheme. Fork≥ 0 denote byZk(X) the free Abelian group
generated by thek-dimensional subvarieties ofX. In other words, the elements ofZk(X) are
finite formal sums∑i ni [Vi ], whereni ∈Z and theVi arek-dimensional (closed) subvarieties
of X. The elements ofZk(X) are calledcyclesof dimensionk.

For any(k+1)-dimensional subvarietyW of X and any non-zero rational functionϕ on
W we define a cycle of dimensionk onX by

div(ϕ) = ∑
V

ordV(ϕ)[V] ∈ Zk(X),

called thedivisor of ϕ, where the sum is taken over all codimension-1 subvarietiesV of
W. Note that this sum is always finite: it suffices to check this on a finite affine open cover
{Ui} of W and forϕ ∈ OUi (Ui), where it is obvious asZ(ϕ) is closed andUi is Noetherian.

Let Bk(X) ⊂ Zk(X) be the subgroup generated by all cycles of the form div(ϕ) for all
W⊂ X andϕ ∈ K(W)∗ as above. We define the group ofk-dimensionalcycle classesto be
the quotientAk(X) = Zk(X)/Bk(X). These groups are usually called theChow groupsof
X. Two cycles inZk(X) that determine the same element inAk(X) are said to berationally
equivalent.

We setZ∗(X) =
L

k≥0Zk(X) andA∗(X) =
L

k≥0Ak(X).

Example 9.1.5.Let X be a scheme of pure dimensionn. ThenBn(X) is trivially zero, and
thusAn(X) = Zn(X) is the free Abelian group generated by the irreducible components of
X. In particular, ifX is ann-dimensional variety thenAn(X) ∼= Z with [X] as a generator.
In the same way,Zk(X) andAk(X) are trivially zero ifk > n.

Example 9.1.6. Let X be a smooth projective curve. ThenZ0(X) = Div X andA0(X) =
PicX by definition. In fact, the 1-dimensional subvarietyW of X in definition 9.1.4 can
only beX itself, so we arrive at precisely the same definition as in section 6.3.
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Example 9.1.7.Let X = {x1x2 = 0} ⊂ P2 be the union of two projective linesX = X1∪X2

that meet in a point. ThenA1(X) = Z[X1]⊕Z[X2] by example 9.1.5. Moreover,A0(X)∼= Z
is generated by the class of any point inX. In fact, any two points onX1 are rationally
equivalent by example 9.1.6, and the same is true forX2. As bothX1 andX2 contain the
intersection pointX1∩X2 we conclude that all points inX are rationally equivalent. So
A0(X)∼= Z.

Now let P1 ∈ X1\X2 andP2 ∈ X2\X1 be two points. Note that the line bundlesOX(P1)
and OX(P2) (defined in the obvious way:OX(Pi) is the sheaf of rational functions that
are regular away fromPi and have at most a simple pole atPi) are not isomorphic: if
i : X1→ X is the inclusion map of the first component, theni∗OX(P1) ∼= OP1(1), whereas
i∗OX(P2)∼= OP1. So we see that for singular curves the one-to-one correspondence between
A0(X) and line bundles no longer holds.

Example 9.1.8. Let X = An. We claim thatA0(X) = 0. In fact, if P ∈ X is any point,
pick a lineW ∼= A1 ⊂ An throughP and a linear functionϕ onW that vanishes precisely
at P. Then div(ϕ) = [P]. It follows that the class of any point is zero inA0(X). Therefore
A0(X) = 0.

Example 9.1.9.Now letX = Pn; we claim thatA0(X)∼= Z. In fact, if P andQ are any two
distinct points inX let W ∼= P1 ⊂ Pn be the line throughP andQ, and letϕ be a rational
function onW that has a simple zero atP and a simple pole atQ. Then div(ϕ) = [P]− [Q],
i.e. the classes inA0(X) of any two points inX are the same. It follows thatA0(X) is
generated by the class[P] of any point inX.

On the other hand, ifW ⊂ X = Pn is any curve andϕ a rational function onW then we
have seen in remark 6.3.5 that the degree of the divisor ofϕ is always zero. It follows that
the classn · [P] ∈ A0(X) for n∈ Z can only be zero ifn = 0. We conclude thatA0(X)∼= Z
with the class of any point as a generator.

Example 9.1.10.Let X be a scheme, and letY ⊂ X be a closed subscheme with inclusion
morphismi : Y→X. Then there are canonicalpush-forward mapsi∗ : Ak(Y)→Ak(X) for
anyk, given by[Z] 7→ [Z] for anyk-dimensional subvarietyZ ⊂Y. It is obvious from the
definitions that this respects rational equivalence.

Example 9.1.11. Let X be a scheme, and letU ⊂ X be an open subset with inclusion
morphismi : U → X. Then there are canonicalpull-back mapsi∗ : Ak(X)→ Ak(U) for
any k, given by [Z] 7→ [Z∩U ] for any k-dimensional subvarietyZ ⊂ X. This respects
rational equivalence asi∗div(ϕ) = div(ϕ|U ) for any rational functionϕ on a subvariety of
X.

Remark9.1.12. If f : X → Y is any morphism of schemes it is an important part of in-
tersection theory to study whether there are push-forward mapsf∗ : A∗(X)→ A∗(Y) or
pull-back mapsf ∗ : A∗(Y)→ A∗(X) and which properties they have. We have just seen
two easy examples of this. Note that neither example can be reversed (at least not in an
obvious way):

(i) if Y⊂X is a closed subset, then a subvariety ofX is in general not a subvariety of
Y, so there is no pull-back morphismA∗(X)→ A∗(Y) sending[V] to [V] for any
subvarietyV ⊂ X.

(ii) if U ⊂ X is an open subset, there are no push-forward mapsA∗(U)→ A∗(X): if
U = A1 andX = P1 then the class of a point is zero inA∗(U) but non-zero in
A∗(P1) by examples 9.1.8 and 9.1.9.

We will construct more general examples of push-forward maps in section 9.2, and more
general examples of pull-back maps in proposition 9.1.14.
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Lemma 9.1.13.Let X be a scheme, let Y⊂X be a closed subset, and let U= X\Y. Denote
the inclusion maps by i: Y→ X and j: U → X. Then the sequence

Ak(Y) i∗→ Ak(X)
j∗→ Ak(U)→ 0

is exact for all k≥ 0. The homomorphism i∗ is in general not injective however.

Proof. This follows more or less from the definitions. IfZ ⊂ U is any k-dimensional
subvariety then the closurēZ of Z in X is ak-dimensional subvariety ofX with j∗[Z̄] = [Z].
So j∗ is surjective.

If Z ⊂ Y then Z∩U = 0, so j∗ ◦ i∗ = 0. Conversely, assume that we have a cycle
∑ar [Vr ]∈Ak(X) whose image inAk(U) is zero. This means that there are rational functions
ϕs on (k+ 1)-dimensional subvarietiesWs of U such that∑div(ϕs) = ∑ar [Vr ∩U ] on U .
Now theϕs are also rational functions on the closures ofWs in X, and as such their divisors
can only differ from the old ones by subvarietiesV ′r that are contained inX\U = Y. We
conclude that∑div(ϕs) = ∑ar [Vr ]−∑br [V ′r ] onX for somebr . So∑ar [Vr ] = i∗∑br [V ′r ].

As an example thati∗ is in general not injective letY be a smooth cubic curve inX = P2.
If P andQ are two distinct points onY then[P]− [Q] 6= 0∈ A0(Y) = PicX by proposition
6.3.13, but[P]− [Q] = 0∈ A0(X)∼= Z by example 9.1.9. �

Proposition 9.1.14. Let X be a scheme, and letπ : E→ X be a vector bundle of rank r
on X (see remark 7.3.2). Then for all k≥ 0 there is a well-defined surjective pull-back
homomorphismπ∗ : Ak(X)→ Ak+r(E) given on cycles byπ∗[V] = [π−1(V)].

Proof. It is clear thatπ∗ is well-defined: it obviously mapsk-dimensional cycles to(k+ r)-
dimensional cycles, andπ∗div(ϕ) = div(π∗ϕ) for any rational functionϕ on a (k+ 1)-
dimensional subvariety ofX.

We will prove the surjectivity by induction on dimX. Let U ⊂ X be an affine open
subset over whichE is of the formU ×Ar , and letY = X\U . By lemma 9.1.13 there is a
commutative diagram

Ak(Y) //

��

Ak(X) //

π∗
��

Ak(U) //

��

0

Ak+r(E|Y) // Ak+r(E) // Ak+r(U×Ar) // 0

with exact rows. A diagram chase (similar to that of the proof of lemma 8.2.2) shows that
in order forπ∗ to be surjective it suffices to prove that the left and right vertical arrows
are surjective. But the left vertical arrow is surjective by the induction assumption since
dimY < dimX. So we only have to show that the right vertical arrow is surjective. In other
words, we have reduced to the case whereX = SpecR is affine andE = X×Ar is the trivial
bundle. Asπ then factors as a sequence

E = X×Ar → X×Ar−1→ ··· → X×A1→ X

we can furthermore assume thatr = 1, so thatE = X×A1 = SpecR[t].
We have to show thatπ∗ : Ak(X)→ Ak(X×A1) is surjective. So letV ⊂ X×A1 be a

(k+1)-dimensional subvariety, and letW = π(V). There are now two cases to consider:

• dimW = k. ThenV = W×A1, so[V] = π∗[W].
• dimW = k+ 1. As it suffices to show that[V] is in the image of the pull-back

mapAk(W)→ Ak+r(W×A1) we can assume thatW = X. Consider the ideal
I(V)⊗R K ⊂ K[t], whereK = K(W) denotes the quotient field ofR. It is not
the unit ideal as otherwise we would be in case (i). On the other handK[t] is a
principal ideal domain, soI(V)⊗RK is generated by a single polynomialϕ∈K[t].
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Consideringϕ as a rational function onX×A1 we see that the divisor ofϕ is
precisely[V] by construction, plus maybe terms of the form∑aiπ∗[Wi ] for some
Wi ⊂ X corresponding to our tensoring with the field of rational functionsK(X).
So [V] = π∗(∑ai [Wi ]) (plus the divisor of a rational function), i.e.[V] is in the
image ofπ∗.

�

Remark9.1.15. Note that the surjectivity part of proposition 9.1.14 is obviously false on
the cycle level, i.e. for the pull-back mapsZk(X) → Zk(E): not every subvariety of a
vector bundleE over X is the inverse image of a subvariety inX. So this proposition is
an example of the fact that working with Chow groups (instead of with the subvarieties
themselves) often makes life a little easier. In fact one can show (see [F] theorem 3.3 (a))
that the pull-back mapsπ∗ : Ak(X)→ Ak+r(E) are always isomorphisms.

Corollary 9.1.16. The Chow groups of affine spaces are given by

Ak(An) =

{
Z for k = n,

0 otherwise.

Proof. The statement fork≥ n follows from example 9.1.5. Fork < n note that the homo-
morphismA0(An−k)→ Ak(An) is surjective by proposition 9.1.14, so the statement of the
corollary follows from example 9.1.8. �

Corollary 9.1.17. The Chow groups of projective spaces are Ak(Pn)∼= Z for all 0≤ k≤ n,
with an isomorphism given by[V] 7→ degV for all k-dimensional subvarieties V⊂ Pn.

Proof. The statement fork≥ n follows again from example 9.1.5, so let us assume that
k < n. We prove the statement by induction onn. By lemma 9.1.13 there is an exact
sequence

Ak(Pn−1)→ Ak(Pn)→ Ak(An)→ 0.

We haveAk(An) = 0 by corollary 9.1.16, so we conclude thatAk(Pn−1)→ Ak(Pn) is sur-
jective. By the induction hypothesis this means thatAk(Pn) is generated by the class of
a k-dimensional linear subspace. As the morphismZk(Pn−1)→ Zk(Pn) trivially preserves
degrees it only remains to be shown that any cycle∑ai [Vi ] that is zero inAk(Pn) must
satisfy∑ai degVi = 0. But this is clear from B́ezouts theorem, as degdiv(ϕ) = 0 for all
rational functions on any subvariety ofPn. �

Remark9.1.18. There is a generalization of corollary 9.1.17 as follows. LetX be a scheme
that has a stratification by affine spaces, i.e.X has a filtration by closed subschemes/0 =
X−1 ⊂ X0 ⊂ ·· · ⊂ Xn = X such thatXk\Xk−1 is a disjoint union ofak affine spacesAk for
all k. For example,X = Pn has such a stratification withak = 1 for 0≤ k≤ n, namely
/0⊂ P0⊂ P1⊂ ·· · ⊂ Pn = X.

We claim that thenAk(X) is isomorphic toZak modulo some (possibly trivial) subgroup,
whereZak is generated by the classes of the closures of theak copies ofAk mentioned
above. We will prove this by induction on dimX, the case of dimension 0 being obvious.
In fact, consider the exact sequence of lemma 9.1.13

Ak(Xn−1)→ Ak(X)→⊕an
i=1Ak(An)→ 0.

Note thatXn−1 itself is a scheme with a filtration/0 = X−1⊂ X0⊂ ·· · ⊂ Xn−1 as above. So
it follows that:

(i) For k < n we haveAk(An) = 0, soAk(X) is generated byAk(Xn−1). Hence the
claim follows from the induction hypothesis.

(ii) For k≥ n we haveAk(Xn−1) = 0, soAn(X) ∼= ⊕an
i=1Ak(An) is generated by the

classes of the closures of thean copies ofAn in X\Xn−1.
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This proves the claim. In fact, one can show thatAk(X) is always isomorphic toZak if X
has a stratification by affine spaces as above (see [F] example 1.9.1).

In particular, this construction can be applied to compute the Chow groups of products
of projective spaces and Grassmannian varieties (see exercise 3.5.4).

Remark9.1.19. Using Chow groups, B́ezout’s theorem can obviously be restated as fol-
lows: we have seen in corollary 9.1.17 thatAk(Pn) ∼= Z for all k≤ n, with the class of a
k-dimensional linear subspace as a generator. Using this isomorphism, define a product
map

An−k(Pn)×An−l (Pn)→ An−k−l (Pn), (a,b) 7→ ab

for k+ l ≤ n. This “intersection pairing” has the following property: ifX,Y ⊂ Pn are
two subvarieties that intersect in the expected dimension (i.e. codim(X∩Y) = codimX +
codimY) then [X ∩Y] = [X] · [Y]. So “intersections of subvarieties can be performed on
the level of cycle classes”. As we have mentioned in the introduction to this section, the
existence of such intersection pairing maps between the Chow groups will generalize to
arbitrary smooth varieties. It is one of the most important properties of the Chow groups.

9.2. Proper push-forward of cycles. We now want to generalize the push-forward maps
of example 9.1.10 to more general morphisms, i.e. given a morphismf : X→Y of schemes
we will study the question under which conditions there are induced push-forward maps
f∗ : Ak(X)→Ak(Y) for all k that are (roughly) given byf∗[V] = [ f (V)] for ak-dimensional
subvarietyV of X.

Remark9.2.1. We have seen already in remark 9.1.12 (ii) that there are no such push-
forward maps for the open inclusionA1→ P1. The reason for this is precisely that the
point P = P1\A1 is “missing” in the domain of the morphism: a rational function onA1

(which is then also a rational function onP1) may have a zero and / or pole at the pointP
which is then present onP1 but not onA1. As the class ofP is not trivial in the Chow group
of P1, this will change the rational equivalence class. Therefore there is no well-defined
push-forward map between the Chow groups.

Another example of a morphism for which there is no push-forward for Chow groups
is the trivial morphismf : A1→ pt: again the class of a point is trivial inA0(A1) but not
in A0(pt). In contrast, the morphismf : P1→ pt admits a well-defined push-forward map
f∗ : A0(P1) ∼= Z→ A0(pt) ∼= Z sending the class of a point inP1 to the class of a point in
pt.

These counterexamples can be generalized by saying that in general there should be no
points “missing” in the domain of the morphismf : X→Y for which we are looking for
a push-forwardf∗. For example, ifY is the one-pointed space, by “no points missing”
we mean exactly thatX should be compact (in the classical topology), i.e. complete in the
sense of remark 3.4.5. For generalY we need a “relative version” of this compactness (resp.
completeness) condition. Morphisms satisfying this condition are calledproper. We will
give both the topological definition (corresponding to “compactness”) and the algebraic
definition (corresponding to “completeness”).

Definition 9.2.2. (Topological definition:) A continuous mapf : X → Y of topological
spaces is calledproper if f−1(Z) is compact for every compact setZ⊂Y.

(Algebraic definition:) Letf : X→Y be a morphism of “nice” schemes (separated, of
finite type over a field). For every morphismg : Z→ Y from a third schemeZ form the
fiber diagram

X×Y Z //

f ′

��

X

f

��
Z

g // Y.
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The morphismf is said to beproper if the induced morphismf ′ is closed for every such
g : Z→Y, i.e. if f ′ maps closed subsets ofX×Y Z to closed subsets ofZ. This condition is
sometimes expressed by saying thatf is required to be “universally closed”.

Remark9.2.3. Note that the two definitions look quite different: whereas the topological
definition places a condition oninverse imagesof (compact) subsets by some morphism,
the algebraic definition places a condition onimagesof (closed) subsets by some mor-
phism. Yet one can show that for varieties over the complex numbers the two definitions
agree if we apply the topological definition to the classical (not the Zariski) topology. We
will only illustrate this by some examples below. Note however that both definitions are
“obvious” generalizations of their absolute versions, i.e. properness of a map in topology is
a straightforward generalization of compactness of a space, whereas properness of a mor-
phism in algebraic geometry is the expected generalization of completeness of a variety
(see remark 3.4.5). In particular, ifY = pt is a point then the (trivial) morphismf : X→ pt
is proper if and only ifX is complete (resp. compact).

Example 9.2.4. If X is complete (resp. compact) then any morphismf : X→Y is proper.
We will prove this both in the topological and the algebraic setting:

(i) In topology, letZ⊂Y be a compact subset ofY. In particularZ is closed, hence
so is the inverse imagef−1(Z) as f is continuous. It follows thatf−1(Z) is a
closed subset of a compact spaceX, hence compact.

(ii) In algebra, the fiber productX×Y Z in definition 9.2.2 is isomorphic to the closed
subschemep−1(∆Y) of X×Z, wherep = ( f ,g) : X×Z→Y×Y and∆Y ⊂Y×Y
is the diagonal. So ifV ⊂ X×Y Z is any closed subset, thenV is also closed in
X×Z, and hence its image inZ is closed asX is complete.

This is the easiest criterion to determine that a morphism is proper. Some more can be
found in exercise 9.5.5.

Example 9.2.5.Let U ⊂ X be a non-empty open subset of a (connected) schemeX. Then
the inclusion morphismi :U→X is not proper. This is obvious for the algebraic definition,
as i is not even closed itself (it maps the closed subsetU ⊂ U to the non-closed subset
U ⊂ X). In the topological definition, letZ ⊂ X be a small closed disc around a point
P∈ X\U . Its inverse imagei−1(Z) = Z∩U is Z minus a closed non-empty subset, so it is
not compact.

Example 9.2.6.If f : X→Y is proper then every fiberf−1(P) is complete (resp. compact).
Again this is obvious for the topological definition, as{P}⊂Y is compact. In the algebraic
definition letP∈Y be a point, letZ be any scheme, and form the fiber diagram

Z× f−1(P) //

f ′

��

f−1(P) //

��

X

f

��
Z // P // Y.

If f is proper then by definition the morphismf ′ is closed for all choices ofP andZ. By
definition this means exactly that all fibersf−1(P) of f are complete.

The converse is not true however: every fiber of the morphismA1→ P1 is complete
(resp. compact), but the morphism is not proper.

Remark9.2.7. It turns out that the condition of properness of a morphismf : X → Y is
enough to guarantee the existence of well-defined push-forward mapsf∗ : Ak(X)→ Ak(Y).
To construct them rigorously however we have to elaborate further on our idea thatf∗
should map anyk-dimensional cycle[V] to [ f (V)], as the following two complications can
occur:
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(i) The imagef (V) of V may have dimension smaller thank, so thatf (V) does not
define ak-dimensional cycle. It turns out that we can consistently definef∗[V] to
be zero in this case.

(ii) It may happen that dimf (V) = dimV and the morphismf is amultiple covering
map, i.e. that a general point inf (V) hasd > 1 inverse image points. In this case
the imagef (V) is “coveredd times byV”, so we would expect that we have to
set f∗[V] = d · [ f (V)]. Let us define this “order of the covering”d rigorously:

Proposition 9.2.8. Let f : X→Y be a morphism of varieties of the same dimension such
that f(X) is dense in Y . Then:

(i) K(X) is a finite-dimensional vector space over K(Y). Its dimension is called the
degreeof the morphism f , denoteddegf . (One also says that K(X) : K(Y) is a
field extensionof dimension[K(X) : K(Y)] = degf .)

(ii) The degree of f is equal to the number of points in a general fiber of f . (This
means: there is a non-empty open set U⊂ Y such that the fibers of f over U
consist of exactlydegf points.)

(iii) If moreover f is proper thenevery zero-dimensionalfiber of f consists of exactly
degf points if the points are counted with their scheme-theoretic multiplicities.

Proof. (i): We begin with a few reduction steps. As the fields of rational functions do
not change when we pass to an open subset, we can assume thatX ⊂ An andY ⊂ Am are
affine. Next, we factor the morphismf : X→Y as f = π ◦ γ with γ : X→ Γ ⊂ X×Y the
graph morphism andπ : X×Y→Y the projection. Asγ is an isomorphism it is sufficient
to show the statement of the proposition for the projection mapπ. Finally, we can factor
the projectionπ (which is the restriction of the obvious projection mapAn+m→ Am to
X×Y) into n projections that are given by dropping one coordinate at a time. Hence we
can assume thatX ⊂An+1 andY⊂An, and prove the statement for the mapπ : X→Y that
is the restriction of the projection map(x0, . . . ,xn) 7→ (x1, . . . ,xn) to X.

In this case the fieldK(X) is generated overK(Y) by the single elementx0. Assume
thatx0 ∈ K(X) is transcendental overK(Y), i.e. there is no polynomial relation of the form

Fd xd
0 +Fd−1xd−1

0 · · ·+F0 = 0, (∗)

for Fi ∈ K(Y) andFd 6= 0. Then for every choice of(x1, . . . ,xn) ∈ Y the value ofx0 in
X is not restricted, i.e. the general fiber off is not finite. But then dimX > dimY in
contradiction to our assumption. Sox0∈K(X) is algebraic overK(Y), i.e. there is a relation
(∗). It follows thatK(X) is a vector space overK(Y) with basis{1,x0, . . . ,x

d−1
0 }.

(ii): Continuing the proof of (i), note that on the non-empty open subset ofY where
all Fi are regular andFd is non-zero every point in the target has exactlyd inverse image
points (counted with multiplicity). Restricting the open subset further to the open subset
where the discriminant of the polynomial(∗) is non-zero, we can in fact show that there is
an open subset ofY on which the inverse images off consist set-theoretically of exactlyd
points that all count with multiplicity 1.

(iii): We will only sketch this part, using the topological definition of properness. By
(ii) there is an open subsetU ⊂Y on which all fibers off consist of exactlyn points. Let
P∈Y be any point, and choose a small closed disc∆ ⊂U ∪{P} aroundP. If ∆ is small
enough then the inverse imagef−1(∆\{P}) will be a union ofd copies of∆\{P}. As f
is proper, the inverse imagef−1(∆) has to be compact, i.e. all the holes in thed copies of
∆\{P} have to be filled in by inverse image points ofP. So the fiberf−1(P) must contain
at leastd points (counted with multiplicities). But we see from(∗) above that every fiber
contains at mostd points unless it is infinite (i.e. allFi are zero atP). This shows part
(iii). �
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We are now ready to construct the push-forward mapsf∗ : Ak(X)→ Ak(Y) for proper
morphismsf : X→Y.

Construction9.2.9. Let f : X → Y be a proper morphism of schemes. Then for every
subvarietyZ ⊂ X the imagef (Z) is a closed subvariety of dimension at most dimZ. On
the cycle level we define homomorphismsf∗ : Zk(X)→ Zk(Y) by

f∗[Z] =

{
[K(Z) : K( f (Z))] · [ f (Z)] if dim f (Z) = dimZ,

0 if dim f (Z) < dimZ.

By proposition 9.2.8 this is well-defined and corresponds to the ideas mentioned in remark
9.2.7.

Remark9.2.10. By the multiplicativity of degrees of field extensions it follows that the
push-forwards are functorial, i.e.(g◦ f )∗ = g∗ f∗ for any two morphismsf : X → Y and
g : Y→ Z.

Of course we want to show that these homomorphisms pass to the Chow groups, i.e.
give rise to well-defined homomorphismsf∗ : Ak(X)→ Ak(Y). For this we have to show
by definition that divisors of rational functions are pushed forward to divisors of rational
functions.

Theorem 9.2.11. Let f : X → Y be a proper surjective morphism of varieties, and let
ϕ ∈ K(X)∗ be a non-zero rational function on X. Then

f∗div(ϕ) =

{
0 if dimY < dimX

div(N(ϕ)) if dimY = dimX

in Z∗(Y), where N(ϕ) ∈ K(Y) denotes the determinant of the endomorphism of the K(Y)-
vector space K(X) given by multiplication byϕ (this is usually called thenorm of ϕ).

Proof. The complete proof of the theorem with all algebraic details is beyond the scope
of these notes; it can be found in [F] proposition 1.4. We will only sketch the idea of the
proof here.

Case 1: dimY < dimX (see the picture below). We can assume that dimY = dimX−1,
as otherwise the statement is trivial for dimensional reasons. Note that we must have
f∗div(ϕ) = n · [Y] for somen∈ Z by example 9.1.5. So it only remains to determine the
numbern. By our interpretation of remark 9.2.7 (ii) we can compute this number on a gen-
eral fiber off by counting all points in this fiber with the multiplicity with which they occur
in the restriction ofϕ to this fiber. In other words, we haven = ∑P: f (P)=QordP(ϕ| f−1(Q))
for any pointQ ∈ Y over which the fiber off is finite. But this number is precisely the
degree ofϕ| f−1(Q) on the complete curvef−1(Q), which must be zero. (Strictly speaking
we have only shown this for smooth projective curves in remark 6.3.5, but it is true in the
general case as well. The important ingredient is here that the fiber is complete.)

Case 2: dimY = dimX (see the picture below). We will restrict ourselves here to show-
ing the stated equationset-theoretically, i.e. we will assume thatϕ is (locally around a
fiber) a regular function and show thatf (Z(ϕ)) = Z(N(ϕ)), whereZ(·) denotes as usual
the zero locus of a function.

Note first that we can neglect the fibers off that are not finite: these fibers can only
lie over a subset ofY of codimension at least 2 (otherwise the non-zero-dimensional fibers
would form a component ofX for dimensional reasons, in contrast toX being irreducible).
So as f∗div(ϕ) is a cycle of codimension 1 inY these higher-dimensional fibers cannot
contribute to the push-forward.
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ord φ =−1

ord φ =2

X

Y
Q

2

−1

−1

n=2−1−1=0

Case 1

f
f

X

Y
Q

1
P

P
2

P
3

Case 2

Now let Q∈Y be any point such that the fiberf−1(Q) is finite. Thenf−1(Q) consists of
exactlyd = [K(X) : K(Y)] points by proposition 9.2.8 (iii). Let us assume for simplicity that
all these points are distinct (although this is not essential), sof−1(Q) = {P1, . . . ,Pd}. The
space of functions on this fiber is then justkd, corresponding to the value at thed points.
In this basis, the restriction of the functionϕ to this fiber is then obviously given by the
diagonal matrix with entriesϕ(P1), . . . ,ϕ(Pd), so its determinant isN(ϕ)(Q) = ∏d

i=1 ϕ(Pi).
Now it is clear that

Q∈ f (Z(ϕ)) ⇐⇒ there is aPi overQ with ϕ(Pi) = 0

⇐⇒ Q∈ Z(N(ϕ)).

We can actually see the multiplicities arising as well: if there arek points among thePi

whereϕ vanishes, then the diagonal matrixϕ| f 1(Q) containsk zeros on the diagonal, hence
its determinant is a product that containsk zeros, so it should give rise to a zero of orderk,
in accordance with our interpretation of remark 9.2.7 (ii). �

Corollary 9.2.12. Let f : X→Y be a proper morphism of schemes. Then there are well-
defined push-forward maps f∗ : Ak(X)→ Ak(Y) for all k ≥ 0 given by the definition of
construction 9.2.9.

Proof. This follows immediately from theorem 9.2.11 applied to the morphism from a
(k+1)-dimensional subvariety ofX to its image inY. �

Example 9.2.13.Let X be a complete scheme, and letf : X→ pt be the natural (proper)
map. For any 0-dimensional cycle classα ∈ A0(X) we define thedegreeof α to be the
integer f∗α ∈ A0(pt) ∼= Z. This is well-defined by corollary 9.2.12. More explicitly, if
α = ∑i ni [Pi ] for some pointsPi ∈ X then degα = ∑i ni .

Example 9.2.14.Let X = P̃2 be the blow-up ofP2 with coordinates(x0 : x1 : x2) in the
point P = (1 : 0 : 0), and denote byE ⊂ X the exceptional hypersurface. In this example
we will compute the Chow groups ofX using remark 9.1.18.

Note thatP2 has a stratification by affine spaces asA2∪A1∪A0. Identifying A0 with
P and recalling that the blow-up̃P2 is obtained fromP2 by “replacing the pointP with a
line P1” we see thatX has a stratificationA2∪A1∪A1∪A0. By remark 9.1.18 it follows
that the closures of these four strata generateA∗(X). More precisely, these four classes
are [X] ∈ A2(X), [L] ∈ A1(X) whereL is the strict transform of a line inP2 throughP,
the exceptional hypersurface[E] ∈ A1(X), and the class of a point inA0(X). It follows
immediately thatA2(X)∼= Z andA0(X)∼= Z. Moreover we see thatA1(X) is generated by
[L] and[E].

We have already stated without proof in remark 9.1.18 that[L] and [E] form in fact a
basis ofA1(X). Let us now prove this in our special case at hand. So assume that there is
a relationn[L]+m[E] = 0 in A1(X). Consider the following two morphisms:
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(i) Let π : X→ P2 be the projection to the base of the blow-up. This is a proper map,
and we haveπ∗[L] = [H] andπ∗[E] = 0 where[H] ∈ A1(P2) is the class of a line.
So we see that

0 = π∗(0) = π∗(n[L]+m[E]) = n[H] ∈ A1(P2),

from which we conclude thatn = 0.
(ii) Now let p : X→ P1 be the morphism that is the identity onE, and sends every

point Q∈ X\E to the unique intersection point ofE with the strict transform of
the line throughP andQ. Again this is a proper map, and we havep∗[L] = 0 and
p∗[E] = [P1]. So again we see that

0 = p∗(0) = p∗(n[L]+m[E]) = m[P1] ∈ A1(P1),

from which we conclude thatm= 0 as well.

Combining both parts we see that there is no non-trivial relation of the formn[L]+m[E] = 0
in A1(X).

Now let [H] be the class of a line inX that does not intersect the exceptional hypersur-
face. We have just shown that[H] must be a linear combination of[L] and[E]. To compute
which one it is, consider the rational functionx1

x0
on X. It has simple zeros alongL andE,

and a simple pole alongH (with coordinates forL andH chosen appropriately). So we
conclude that[H] = [L]+ [E] in A1(X).

9.3. Weil and Cartier divisors. Our next goal is to describe intersections on the level of
Chow groups as motivated in the beginning of section 9.1. We will start with the easiest
case, namely with the intersection of a variety with a subset of codimension 1. To put
it more precisely, given a subvarietyV ⊂ X of dimensionk and another oneD ⊂ X of
codimension 1, we want to construct anintersection cycle[V] · [D] ∈ Ak−1(X) with the
property that[V] · [D] = [V ∩D] if this intersectionV ∩D actually has dimensionk− 1.
Of course these intersection cycles should be well-defined on the Chow groups, i.e. the
product cycle[V] · [D] ∈ Ak−1(X) should only depend on the classes ofV andD in A∗(X).

Example 9.3.1.Here is an example showing that this is too much to hope for in the gener-
ality as we stated it. LetX = P2∪P1 P2 be the union of two projective planes glued together
along a common line. LetL1,L2,L3⊂ X be the lines as in the following picture.

L1

L2

L3

P

Q

Their classes inA1(X) are all the same sinceA1(X) ∼= Z by remark 9.1.18. But note that
L1∩L2 is empty, whereasL1∩L3 is a single pointP. But 0 6= [P] ∈ A0(X), so there can be
no well-defined product mapA1(X)×A1(X)→ A0(X) that describes intersections on this
spaceX.

The reason why this construction failed is quite a subtle one: we have to distinguish
between codimension-1 subspaces and spaces that can locally be written as the zero locus
of a single function. In general the intersection product exists only for intersections with
spaces that are locally the zero locus of a single function. For most spaces this is the
same thing as codimension-1 subspaces, but notably not in example 9.3.1 above: neither
of the three linesLi can be written as the zero locus of a single functionon X: there is a
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(linear) function on the verticalP2 that vanishes precisely onL1, but we cannot extend it
to a function on all ofX that vanishes at the pointQ but nowhere else on the horizontalP2.
(We can write theLi as the zero locus of a single functionon a component of X, but this is
not what we need.)

So for intersection-theoretic purposes we have to make a clear distinction between
codimension-1 subspaces and spaces that are locally the zero locus of a single function.
Let us make the corresponding definitions.

Definition 9.3.2. Let X be a scheme.

(i) If X has pure dimensionn a Weil divisor on X is an element ofZn−1(X). Ob-
viously, the Weil divisors form an Abelian group. Two Weil divisors are called
linearly equivalent if they define the same class inAn−1(X). The quotient group
An−1(X) is called the group ofWeil divisor classes.

(ii) Let KX be the sheaf of rational functions onX, and denote byK ∗X the subsheaf
of invertible elements (i.e. of those functions that are not identically zero on any
component ofX). Note thatK ∗X is a sheaf of Abelian groups, with the group
structure given by multiplication of rational functions. Similarly, letO∗X be the
sheaf of invertible elements ofOX (i.e. of the regular functions that are nowhere
zero). Note thatO∗X is a sheaf of Abelian groups under multiplication as well. In
fact,O∗X is a subsheaf ofK ∗X .

A Cartier divisor onX is a global section of the sheafK ∗X/O∗X. Obviously, the
Cartier divisors form an Abelian group under multiplication, denoted DivX. In
analogy to Weil divisors the group structure on DivX is usually written additively
however. A Cartier divisor is called linearly equivalent to zero if it is induced
by a global section ofK ∗X . Two Cartier divisors arelinearly equivalent if their
difference (i.e. quotient, see above) is linearly equivalent to zero. The quotient
group PicX := Γ(K ∗X/O∗X)/Γ(K ∗X ) is called the group ofCartier divisor classes.

Remark9.3.3. Let us analyze the definition of Cartier divisors. There is an obvious exact
sequence of sheaves onX

0→ O∗X →K ∗X →K ∗X/O∗X → 0.

Note that these arenot sheaves ofOX-modules, so their flavor is slightly different from the
ones we have considered so far. But it is still true that we get an exact sequence of global
sections

0→ Γ(O∗X)→ Γ(K ∗X )→ Γ(K ∗X/O∗X)
that is in general not exact on the right. More precisely, recall that the quotient sheaf
K ∗X/O∗X is not just the sheaf that isK ∗X (U)/O∗X(U) for all open subsetsU ⊂X, but rather the
sheaf associated to this presheaf. ThereforeΓ(K ∗X/O∗X) is in general not just the quotient
Γ(K ∗X )/Γ(O∗X).

To unwind the definition of sheafification, an element of DivX = Γ(K ∗X/O∗X) can be
given by a (sufficiently fine) open covering{Ui} and elements ofK ∗X (Ui)/O∗X(Ui) repre-
sented by rational functionsϕi for all i such that their quotientsϕi

ϕ j
are inO∗X(Ui ∩U j) for

all i, j. So a Cartier divisor is an object that is locally a (non-zero) rational function mod-
ulo a nowhere-zero regular function. Intuitively speaking, the only data left from a rational
function if we mod out locally by nowhere-zero regular functions is the locus of its zeros
and poles together with their multiplicities. So one can think of Cartier divisors as objects
that are (linear combinations of) zero loci of functions.

A Cartier divisor is linearly equivalent to zero if it isgloballya rational function, just the
same as for Weil divisors. From cohomology one would expect that one can think of the
quotient group PicX as the cohomology groupH1(X,O∗X). We cannot say this rigorously
because we have only defined cohomology for quasi-coherent sheaves (whichO∗X is not).
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But there is a more general theory of cohomology of arbitrary sheaves of Abelian groups
on schemes, and in this theory the statement that PicX = H1(X,O∗X) is correct.

Lemma 9.3.4. Let X be a purely n-dimensional scheme. Then there is a natural homo-
morphismDiv X → Zn−1(X) that passes to linear equivalence to give a homomorphism
PicX→ An−1(X). In other words, every Cartier divisor (class) determines a Weil divisor
(class).

Proof. Let D ∈ Div X be a Cartier divisor onX, represented by an open covering{Ui} of
X and rational functionsϕi onUi . For any(n−1)-dimensional subvarietyV of X define
the order ofD at V to be ordV D := ordV∩Ui ϕi , wherei is an index such thatUi ∩V 6=
/0. This does not depend on the choice ofi as the quotientsϕi

ϕ j
are nowhere-zero regular

functions, so the orders ofϕi andϕ j are the same where they are both defined. So we get
a well-defined map DivX → Zn−1(X) defined byD 7→ ∑V ordV D · [V]. It is obviously a
homomorphism as ordV(ϕi ·ϕ′i) = ordV ϕi +ordV ϕ′i .

It is clear from the definition that a Cartier divisor that is linearly equivalent to zero, i.e. a
global rational function, determines a Weil divisor inBn−1(X). Hence the homomorphism
passes to linear equivalence. �

Lemma 9.3.5. Let X be a smooth projective curve. Then Cartier divisors (resp. Cartier
divisor classes) on X are the same as Weil divisors (resp. Weil divisor classes). In partic-
ular, our definition 9.3.2 (ii) ofDiv X andPicX agrees with our earlier one from section
6.3.

Proof. The idea of the proof is lemma 7.5.6 which tells us that every point ofX is locally
the scheme-theoretic zero locus of a single function, hence a Cartier divisor.

To be more precise, let∑n
i=1aiPi ∈ Z0(X) be a Weil divisor. We will construct a Cartier

divisor D ∈ Div X that maps to the given Weil divisor under the correspondence of lemma
9.3.4. To do so, pick an open neighborhoodUi of Pi for all i = 1, . . . ,n such that

(i) Pj /∈Ui for j 6= i, and
(ii) there is a functionϕPi onUi such that divϕPi = 1·Pi onUi (see lemma 7.5.6).

Moreover, setU = X\{P1, . . . ,Pn}. Then we define a Cartier divisorD by the open cover
{U,U1, . . . ,Un} and the rational functions

(i) 1 onU ,
(ii) ϕai

Pi
onUi .

Note that these data define a Cartier divisor: no intersection of two elements of the open
cover contains one of the pointsPi , and the functions given on the elements of the open
cover are regular and non-vanishing away from thePi . By construction, the Weil divisor
associated toD is precisely∑n

i=1aiPi , as desired. �

Example 9.3.6. In general, the map from Cartier divisors (resp. Cartier divisor classes)
to Weil divisors (resp. Cartier divisor classes) is neither injective nor surjective. Here are
examples of this:

(i) not injective: This is essentially example 9.1.7. LetX = X1∪X2 be the union
of two linesXi

∼= P1 glued together at a pointP∈ X1∩X2. Let Q be a point on
X1\X2. Consider the open coverX = U ∪V with U = X\Q andV = X1\P.

We define a Cartier divisorD onX by choosing the following rational functions
onU andV: the constant function 1 onU , and the linear function onV ∼= A1 that
has a simple zero atQ. Note that the quotient of these two functions is regular
and nowhere zero onU ∩V, soD is well-defined. Its associated Weil divisor[D]
is [Q].
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By symmetry, we can construct a similar Cartier divisorD′ whose associated
Weil divisor is the class of a pointQ′ ∈ X2\X1.

Now note that the Cartier divisor classes ofD andD′ are different (because
D−D′ is not the divisor of a rational function), but their associated Weil divisors
[Q] and[Q′] are the same by example 9.1.7.

(ii) not surjective: This is essentially example 9.3.1. The classes[Li ] of this example
are Weil divisors but not Cartier divisors.

Another example on an irreducible spaceX is the cone

X = {x2
3 = x2

1 +x2
2} ⊂ P3.

x 1

x 2

x 3

LL1 2

Let L1 = Z(x2,x1 +x3) andL2 = Z(x2,x1−x3) be the two lines as in the picture.
We claim that there is no Cartier divisor onX corresponding to the Weil divisor
[L1]. In fact, if there was such a Cartier divisor, defined locally around the origin
by a functionϕ, we must have an equality of ideals

(x2
1 +x2

2−x2
3,ϕ) = (x2,x1 +x3)

in the local ringOP3,0. This is impossible since the right ideal contains two lin-
early independent linear parts, whereas the left ideal contains only one. But note
that the sectionx2 of the line bundleOX(1) defines a Cartier divisor div(x2) on
X whose associated Weil divisor is[L1]+ [L2], and the sectionx1 + x3 defines a
Cartier divisor whose associated Weil divisor is 2[L1]. So [L1] and [L2] are not
Cartier divisors, whereas[L1]+ [L2], 2[L1], and 2[L2] are. In particular, there is in
general no “decomposition of a Cartier divisor into its irreducible components”
as we have it by definition for Weil divisors.

There is quite a deep theorem however that the two notions agree on smooth schemes:

Theorem 9.3.7. Let X be a smooth n-dimensional scheme. ThenDiv X ∼= Zn−1(X) and
PicX ∼= An−1(X).

Proof. We cannot prove this here and refer to [H] remark II.6.11.1.A for details. One has
to prove the analogue of lemma 7.5.6, i.e. that every codimension-1 subvariety ofX is
locally the scheme-theoretic zero locus of a single function. This is a commutative algebra
statement as it can be shown on the local ring ofX at the subvariety.

(To be a little more precise, the property ofX that we need is that its local rings are
unique factorization domains: if this is the case andV ⊂X is an subvariety of codimension
1, pick any non-zero (local) functionf ∈ OX,V that vanishes onV. As OX,V is a unique
factorization domain we can decomposef into its irreducible factorsf = f1 · · · fn. Of
course one of thefi has to vanish onV. But as fi is irreducible, its ideal must be the ideal
of V, soV is locally the zero locus of a single function. The problem with this is that it
is almost impossible to check that a ring (that one does not know very well) is a unique
factorization domain. So one uses the result from commutative algebra that everyregular
local ring (i.e. “the local ring of a scheme at asmoothpoint”) is a unique factorization



180 Andreas Gathmann

domain. Actually, we can see from the above argument that it is enough thatX is “smooth
in codimension 1”, i.e. that its set of singular points has codimension at least 2 — or
to express it algebraically, that its local ringsOX,V at codimension-1 subvarietiesV are
regular.) �

Example 9.3.8. Finally let us discuss the relation between divisors and line bundles as
observed for curves in section 7.5. Note that we have in fact used such a correspondence
already in example 9.3.6 where we defined a Cartier divisor by giving a section of a line
bundle. The precise relation between line bundles and Cartier divisors is as follows.

Lemma 9.3.9. For any scheme X there are one-to-one correspondences

{Cartier divisors on X}↔ {(L ,s) ; L a line bundle on X and s a rational section ofL}

and

{Cartier divisor classes on X}↔ {line bundles on X that admit a rational section}.

Proof. The proof of this is essentially the same as the correspondence between divisor
classes and line bundles on a smooth projective curve in proposition 7.5.9. Given a Cartier
divisorD = {(Ui ,ϕi)} onX, we get an associated line bundleO(D) by taking the subsheaf
of OX-modules ofKX generated by the functions1ϕi

onUi . Conversely, given a line bundle
with a rational section, this section immediately defines a Cartier divisor. The proof that
the same correspondence holds for divisor classes is the same as in proposition 7.5.9.�

Remark9.3.10. We should note that almost any line bundle on any schemeX admits a
rational section. In fact, this is certainly true for irreducibleX (as the line bundle is then
isomorphic to the structure sheaf on a dense open subset ofX by definition), and one can
show that it is true in most other cases as well (see [H] remark 6.14.1 for more information).
Most books actuallydefinethe group PicX to be the group of line bundles onX.

Summarizing our above discussions we get the following commutative diagram:

line bundlestogether with a
rational section

ttiiiiiiiiiiiiiiiii

Cartier divisors DivX //

��

Cartier divisor classes PicX

��

OO

Weil divisorsZn−1(X) // Weil divisor classesAn−1(X)

where

(i) the bottom row (the Weil divisors) exists only ifX is purelyn-dimensional,
(ii) the upper right vertical arrow is an isomorphism in most cases, at least ifX is

irreducible,
(iii) the lower vertical arrows are isomorphisms at least ifX is smooth (in codimension

1).

Remark9.3.11. Although line bundles, Cartier divisor classes, and Weil divisor classes are
very much related and even all the same thing on many schemes (e.g. smooth varieties),
note that their “functorial properties” are quite different: iff : X→Y is a morphism then
for line bundles and Cartier divisors the pull-backf ∗ is the natural operation, whereas for
Weil divisors (i.e. elements of the Chow groups) the push-forwardf∗ as in section 9.2
is more natural. In algebraic topology this can be expressed by saying that Weil divisors
correspond tohomologycycles, whereas Cartier divisors correspond tocohomologycycles.
On nice spaces this is the same by Poincaré duality, but this is a non-trivial statement. The
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natural operation for homology (resp. cohomology) is the push-forward (resp. pull-back).
Intersection products are defined between a cohomology and a homology class, yielding a
homology class. This corresponds to our initial statement of this section that intersection
products of Chow cycles (“homology classes”) with divisors will usually only be well-
defined with Cartier divisors (“cohomology classes”) and not with Weil divisors.

9.4. Intersections with Cartier divisors. We are now ready to define intersection prod-
ucts of Chow cycles with Cartier divisors, as motivated in the beginning of section 9.3. Let
us give the definition first, and then discuss some of its features.

Definition 9.4.1. Let X be a scheme, letV ⊂ X be ak-dimensional subvariety with inclu-
sion morphismi : V → X, and letD be a Cartier divisor onX. We define theintersection
product D ·V ∈ Ak−1(X) to be

D ·V = i∗[i∗OX(D)],

whereOX(D) is the line bundle onX associated to the Cartier divisorD by lemma 9.3.9,
i∗ denotes the pull-back of line bundles,[i∗OX(D)] is the Weil divisor class associated to
the line bundlei∗OX(D) by remark 9.3.10 (note thatV is irreducible), andi∗ denotes the
proper push-forward of corollary 9.2.12.

Note that by definition the intersection product depends only on the divisor class ofD,
not onD itself. So using our definition we can construct bilinear intersection products

PicX×Zk(X)→ Ak−1(X),
(
D,∑ai [Vi ]

)
7→∑ai(D ·Vi).

If X is smooth and pure-dimensional (so that Weil and Cartier divisors agree) andW is
a codimension-1 subvariety ofX, we denote byW ·V ∈ Ak−1(X) the intersection product
D ·V, whereD is the Cartier divisor corresponding to the Weil divisor[W].

Example 9.4.2.Let X be a smoothn-dimensional scheme, and letV andW be subvarieties
of dimensionsk andn−1, respectively. IfV 6⊂W, i.e. if dim(W∩V) = k−1, then the
intersection productW ·V is just the cycle[W∩V] with possibly some scheme-theoretic
multiplicities. In fact, in this case the Weil divisor[W] corresponds by remark 9.3.10
to a line bundleOX(W) together with a sectionf whose zero locus is preciselyW. By
definition of the intersection product we have to pull back this line bundle toV, i.e. restrict
the sectionf to V. The cycleW ·V is then the zero locus off |V , with possibly scheme-
theoretic multiplicities iff vanishes alongV with higher order.

As a concrete example, letC1 andC2 be two curves inP2 of degreesd1 andd2, re-
spectively, that intersect in finitely many pointsP1, . . . ,Pn. Then the intersection product
C1 ·C2 ∈ A0(P2) is just∑i ai [Pi ], whereai is the scheme-theoretic multiplicity of the point
Pi in the intersection schemeC1∩C2. Using that all points inP2 are rationally equivalent,
i.e. thatA0(P2) ∼= Z is generated by the class of any point, we see thatC1 ·C2 is just the
Bézout numberd1 ·d2.

Example 9.4.3. Again let X be a smoothn-dimensional scheme, and letV andW be
subvarieties of dimensionsk andn−1, respectively. This time let us assume thatV ⊂W,
so that the intersectionW∩V = V has dimensionk and thus does not define a(k− 1)-
dimensional cycle. There are two ways to interpret the intersection productW ·V in this
case:

(i) Recall that the intersection productW ·V depends only on the divisorclassof
W, not onW itself. So if we can replaceW by a linearly equivalent divisorW′

such thatV 6⊂W′ then the intersection productW ·V is just W′ ·V which can
now be constructed as in example 9.4.2. For example, letH ⊂ P2 be a line and
assume that we want to compute the intersection productH ·H ∈ A0(P2) ∼= Z.
The intersectionH∩H has dimension 1, but we can move the firstH to a different
line H ′ which is linearly equivalent toH. So we see thatH ·H = H ′ ·H = 1, as
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H ′∩H is just one point. Note however that it may not always be possible to find
such a linearly equivalent divisor that makes the intersection have the expected
dimension.

(ii) If the strategy of (i) does not work or one does not want to apply it, there is also
a different description of the intersection product for which no moving ofW is
necessary. Let us assume for simplicity thatW is smooth. By the analogue of
remark 7.4.17 for general hypersurfaces the bundlei∗OX(W) (wherei : V → X
is the inclusion morphism) is precisely the restriction toV of the normal bundle
NW/X of W in X. By definition 9.4.1 the intersection productW ·V is then the
Weil divisor associated to this bundle, i.e. the locus of zeros minus poles of a
rational section of the normal bundleNW/X restricted toV.

X

P1

P2
V=W

W V. [ P 1 ] +[ P 2 ]=

Note that we can consider this procedure as an infinitesimal version of (i): the
section of the normal bundle describes an “infinitesimal deformation” ofW in X,
and the deformedW meetsV precisely in the locus where the section vanishes.

Proposition 9.4.4. (Commutativity of the intersection product) Let X be an n-dimensional
variety, and let D1,D2 be Cartier divisors on X with associated Weil divisors[D1], [D2].
Then D1 · [D2] = D2 · [D1] ∈ An−2(X).

Proof. We will only sketch the proof in two easy cases (that cover most applications how-
ever). For the general proof we refer to [F] theorem 2.4.

Case 1:D1 andD2 intersect in the expected dimension, i.e. the locus where the defining
equations of bothD1 and D2 have a zero or pole has codimension 2 inX. Then one
can show that bothD1 · [D2] and D2 · [D1] is simply the sum of the components of the
geometric intersectionD1∩D2, counted with their scheme-theoretic multiplicities. In other
words, if V ⊂ X is a codimension-2 subvariety and if we assume for simplicity that the
local defining equationsf1, f2 for D1,D2 aroundV are regular, then[V] occurs in both
intersection products with the coefficientlA(A/( f1, f2)), whereA = OX,V is the local ring
of X atV.

Case 2:X is a smooth scheme, so that Weil and Cartier divisors agree onX. Then it suf-
fices to compare the intersection productsW ·V andV ·W for any two(n−1)-dimensional
subvarietiesV,W of X. But the two products are obviously equal ifV = W, and they are
equal by case 1 ifV 6= W. �

Corollary 9.4.5. The intersection product passes to rational equivalence, i.e. there are
well-defined bilinear intersection mapsPicX×Ak(X)→ Ak−1(X) determined by D· [V] =
[D ·V] for all D ∈ PicX and all k-dimensional subvarieties V of X.

Proof. All that remains to be shown is thatD ·α = 0 for any Cartier divisorD if the cycle
α is zero in the Chow groupAk(X). But this follows from proposition 9.4.4, as for any
rational functionϕ on a(k+1)-dimensional subvarietyW of X we have

D · [div(ϕ)] = div(ϕ) · [D] = 0

(note that div(ϕ) is a Cartier divisor onW that is linearly equivalent to zero). �
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Remark9.4.6. Obviously we can now iterate the process of taking intersection products
with Cartier divisors: ifX is a scheme andD1, . . . ,Dm are Cartier divisors (or divisor
classes) onX then there are well-defined commutative intersection products

D1 ·D2 · · ·Dm ·α ∈ Ak−m(X)

for any k-cycle α ∈ Ak(X). If X is ann-dimensional variety andα = [X] is the class of
X we usually omit[X] from the notation and write the intersection product simply asD1 ·
D2 · · ·Dm∈ An−m(X). If m= n andX is complete, the notationD1 ·D2 · · ·Dm is moreover
often used to denote thedegreeof the 0-cycleD1 ·D2 · · ·Dm∈ A0(X) (see example 9.2.13)
instead of the cycle itself. If a divisorD occursm times in the intersection product we will
also write this asDm.

Example 9.4.7.Let X = P2. Then PicX = A1(X) = Z · [H], and the intersection product is
determined byH2 = 1 (“two lines intersect in one point”). In the same way,Hn = 1 onPn.

Example 9.4.8. Let X = P̃2 be the blow-up ofP2 in a pointP. By example 9.2.14 we
have PicX = Z[H]⊕Z[E], whereE is the exceptional divisor, andH is a line inP2 not
intersectingE. The strict transformL of a line inP2 throughP has class[L] = [H]− [E] ∈
PicX.

The intersection products onX are therefore determined by computing the three prod-
uctsH2, H ·E, andE2. Of course,H2 = 1 andH ·E = 0 (asH ∩E = /0). To compute
E2 we use the relation[E] = [H]− [L] and the fact thatE andL meet in one point (with
multiplicity 1):

E2 = E · (H−L) = E ·H−E ·L = 0−1 =−1.

By our interpretation of example 9.4.3 (ii) this means that the normal bundle ofE ∼= P1 in
X is OP1(−1). In particular, this normal bundle has no global sections. This means thatE
cannotbe deformed inX as in the picture of example 9.4.3 (ii): one says that the curveE
is rigid in X.

We can consider the formulasH2 = 1, H ·E = 0, E2 =−1, together with the existence
of the intersection product PicX×PicX→ Z as a B́ezout style theorem for the blow-up
X = P̃2. In the same way, we get Bézout style theorems for other (smooth) surfaces and
even higher-dimensional varieties.

Example 9.4.9.As a more complicated example, let us reconsider the question of exercise
4.6.6: how many lines are there inP3 that intersect four general given linesL1, . . . ,L4⊂P3?
Recall from exercise 3.5.4 that the space of lines inP3 is the smooth four-dimensional
Grassmannian varietyX = G(1,3) that can be described as the set of all rank-2 matrices(

a0 a1 a2 a3

b0 b1 b2 b3

)
modulo row transformations. By the Gaussian algorithm it follows thatG(1,3) has a strat-
ification by affine spacesX4,X3,X2,X′2,X1,X0 (where the subscript denotes the dimension
and the stars denote arbitrary complex numbers)(

1 0 ∗ ∗
0 1 ∗ ∗

) (
1 ∗ 0 ∗
0 0 1 ∗

) (
1 ∗ ∗ 0
0 0 0 1

)
X4 X3 X2

(
0 1 0 ∗
0 0 1 ∗

) (
0 1 ∗ 0
0 0 0 1

) (
0 0 1 0
0 0 0 1

)
X′2 X1 X0
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If we denote byσ4, . . . ,σ0 the classes inA∗(X) of the closures ofX4, . . . ,X0, we have seen
in remark 9.1.18 thatA∗(X) is generated by the classesσ4, . . . ,σ0. These classes actually
all have a geometric interpretation:

(i) σ4 = [X].
(ii) σ3 is the class of all lines that intersect the line{x0 = x1 = 0} ⊂ P3. Note that

this is precisely the zero locus ofa0b1−a1b0. In particular, ifL⊂ P3 is any other
line then the classσL

3 of all lines inP3 meetingL is also a quadratic functionq
in the entries of the matrix that is invariant under row transformations (in fact a
2×2 minor in a suitable choice of coordinates ofP3). The quotienta0b1−a1b0

q is

then a rational function onX whose divisor isσ3−σL
3. It follows that the class

σL
3 does not depend onL. So we can viewσ3 as the class that describes all lines

intersectinganygiven line inP3.
(iii) σ2 is the class of all lines passing through the point(0 : 0 : 0 : 1). By an argument

similar to that in (ii) above, we can viewσ2 as the class of all lines passing through
anygiven point inP3.

(iv) σ′2 is the class of all lines that are contained in a plane (namely in the planex0 = 0
for the cycleX′2 given above).

(v) σ1 is the class of all lines that are contained in a plane and pass through a given
point in this plane.

(vi) σ0 is the class of all lines passing through two given points inP3.

Hence we see that the intersection number we are looking for is justσ4
3 ∈ A0(X) ∼= Z —

the number of lines intersecting any four given lines inP3. So let us compute this number.

Step 1. Let us computeσ2
3 ∈ A2(X), i.e. class of all lines intersecting two given lines

L1,L2 in P3. We have seen above that it does not matter which lines we take, so let us
chooseL1 andL2 such that they intersect in a pointP∈ P3. A line that intersects bothL1

andL2 has then two possibilities:

(i) it is any line in the plane spanned byL1 andL2,
(ii) it is any line inP3 passing throughP.

As (i) corresponds toσ′2 and (ii) to σ2 we see thatσ2
3 = σ2 + σ′2. To be more precise,

we still have to show thatσ2
3 contains bothX2 andX′2 with multiplicity 1 (and not with a

higher multiplicity). As an example, we will show thatσ2
3 containsσ2 with multiplicity

1; the proof forσ′2 is similar. Consider the open subsetX4 ⊂ G(1,3); it is isomorphic to
an affine spaceA4 with coordinatesa2,a3,b2,b3. On this open subset, the space of lines
intersecting the line{x0 = x2 = 0} is given scheme-theoretically by the equationb2 = 0,
whereas the space of lines intersecting the line{x0 = x3 = 0} is given scheme-theoretically
by the equationb3 = 0. The scheme-theoretic intersection of these two spaces (i.e. the
productσ2

3) is then given byb2 = b3 = 0, which is precisely the locus of lines through the
point (0 : 1 : 0 : 0) (with multiplicity 1), i.e. the cycleσ2.

Step 2. In the same way we compute that

(i) σ3 ·σ2 = σ1 (lines meeting a lineL and a pointP are precisely lines in the plane
spanned byL andP passing throughP),

(ii) σ3 ·σ′2 = σ1 (lines meeting a lineL and contained in a planeH are precisely lines
in the planeH passing through the pointH ∩L),

(iii) σ3 ·σ1 = σ0.

So we conclude that

σ4
3 = σ2

3(σ2 +σ′2) = 2σ3σ1 = 2,

i.e. there are exactly two lines inP3 meeting four other general given lines.
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We should note that similar decompositions into affine spaces exist for all Grassmannian
varieties, as well as rules how to intersect the corresponding Chow cycles. These rules are
usually calledSchubert calculus. They can be used to answer almost any question of the
form: how many lines inPn satisfy some given conditions?

Finally, let us prove a statement about intersection products that we will need in the next
section. It is based on the following set-theoretic idea: letf : X→Y be any map of sets,
and letV ⊂ X andW ⊂Y be arbitrary subsets. Then it is checked immediately that

f ( f−1(W)∩V) = W∩ f (V).

This relation is called aprojection formula . There are projection formulas for many other
morphisms and objects that can be pushed forward and pulled back along a morphism. We
will prove an intersection-theoretic version here.

Lemma 9.4.10.Let f : X→Y be a proper surjective morphism of schemes. Letα∈Ak(X)
be a k-cycle on X, and let D∈ PicY be a Cartier divisor (class) on Y. Then

f∗( f ∗D ·α) = D · f∗α ∈ Ak−1(Y).

Proof. (Note that this is precisely the set-theoretic intersection formula from above, to-
gether with the statement that the scheme-theoretic multiplicities match up in the right
way.)

By linearity we may assume thatα = [V] for a k-dimensional subvarietyV ⊂ X. Let
W = f (V), and denote byg : V →W the restriction off to V. Then the left hand side of
the equation of the lemma isg∗[g∗D′], whereD′ is the Cartier divisor onW associated to
the line bundleOY(D)|W. The right hand side is[K(V) : K(W)] · [D′] by construction 9.2.9,
with the convention that[K(V) : K(W)] = 0 if dimW < dimV. We will prove that these
expressions actually agree inZk−1(W) for any given Cartier divisorD′. This is a local
statement (as we just have to check that every codimension-1 subvariety ofW occurs on
both sides with the same coefficient), so passing to an open subset we can assume thatD′

is the divisor of a rational functionϕ onW. But then by theorem 9.2.11 the left hand side
is equal to

g∗div(g∗ϕ) = divN(g∗ϕ) = div(ϕ[K(V):K(W)]) = [K(V) : K(W)] ·div(ϕ),

which equals the right hand side. �

9.5. Exercises.

Exercise 9.5.1.Let X ⊂ Pn be a hypersurface of degreed. Compute the Chow group
An−1(Pn\X).

Exercise 9.5.2.Compute the Chow groups ofX = Pn×Pm for all n,m≥ 1. Assuming that
there are “intersection pairing homomorphisms”

An+m−k(X)×An+m−l (X)→ An+m−k−l (X), (α,α′) 7→ α ·α′

such that[V ∩W] = [V] · [W] for all subvarietiesV,W⊂ X that intersect in the expected di-
mension, compute these homomorphisms explicitly. Use this to state a version of Bézout’s
theorem for products of projective spaces.

Exercise 9.5.3.(This is a generalization of example 9.1.7.) IfX1 andX2 are closed sub-
schemes of a schemeX show that there are exact sequences

Ak(X1∩X2)→ Ak(X1)⊕Ak(X2)→ Ak(X1∪X2)→ 0

for all k≥ 0.
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Exercise 9.5.4.Show that for any schemesX andY there are well-defined product homo-
morphisms

Ak(X)×Al (Y)→ Ak+l (X×Y), [V]× [W] 7→ [V×W].
If X has a stratification by affine spaces as in remark 9.1.18 show that the induced homo-
morphisms M

k+l=m

Ak(X)×Al (Y)→ Am(X×Y)

are surjective. (In general, they are neither injective nor surjective).

Exercise 9.5.5.Prove the following criteria to determine whether a morphismf : X→Y
is proper:

(i) The composition of two proper morphisms is proper.
(ii) Properness is “stable under base change”: iff : X→Y is proper andg : Z→Y is

any morphism, then the induced morphismf ′ : X×Y Z→ Z is proper as well.
(iii) Properness is “local on the base”: if{Ui} is any open cover ofY and the restric-

tions f | f−1(Ui) : f−1(Ui)→Ui are proper for alli then f is proper.
(iv) Closed immersions (see 7.2.10) are proper.

Exercise 9.5.6.Let f : P1→ P1 be the morphism given in homogeneous coordinates by
(x0 : x1) 7→ (x2

0 : x2
1). Let P ∈ P1 be the point(1 : 1), and consider the restrictioñf :

P1\{P} → P1. Show that f̃ is not proper, both with the topological and the algebraic
definition of properness.

Exercise 9.5.7.For anyn > 0 compute the Chow groups ofP2 blown up inn points.

Exercise 9.5.8.Let k be an algebraically closed field. In this exercise we will construct an
example of a variety that is complete (i.e. compact ifk = C) but not projective.

ConsiderX = P3 and the curvesC1 = {x3 = x2−x1 = 0} andC2 = {x3 = x0x2−x2
1 = 0}

in X. Denote byP1 = (1 : 0 : 0 : 0) andP2 = (1 : 1 : 1 : 0) their two intersection points.

Let X̃′1→ X be the blow-up atC1, and letX̃1→ X̃′1 be the blow-up at the strict trans-
form of C2. Denote byπ1 : X̃1→ X the projection map. Similarly, letπ2 : X̃2→ X be
the composition of the two blow-ups in the opposite order; first blow upC2 and then the
strict transform ofC1. Obviously,X̃1 and X̃2 are isomorphic away from the inverse im-
age of{P1,P2}, so we can glueπ−1

1 (X\{P1}) andπ−1
2 (X\{P2}) along the isomorphism

π−1
1 (X\{P1,P2}) ∼= π−1

2 (X\{P1,P2}) to get a varietyY. This variety will be our example.
From the construction there is an obvious projection mapπ : Y→ X.

(i) Show thatY is proper overk.
(ii) For i = 1,2 we know thatCi is isomorphic toP1. Hence we can choose a rational

functionϕi onCi with divisorP1−P2. Compute the divisor of the rational function
ϕi ◦π on the varietyπ−1(Ci), as an element inZ1(Y).

(iii) From (ii) you should have found two irreducible curvesD1,D2 ⊂ Y such that
[D1]+ [D2] = 0∈ A1(Y). Deduce thatY is not a projective variety.

Exercise 9.5.9.Let X be a smooth projective surface, and letC,D⊂ X be two curves inX
that intersect in finitely many points.

(i) Prove that there is an exact sequence of sheaves onX

0→ OX(−C−D)→ OX(−C)⊕OX(−D)→ OX → OC∩D→ 0.

(ii) Conclude that the intersection productC ·D ∈ Z is given by the formula

C ·D = χ(X,OX)+χ(X,OX(−C−D))−χ(X,OX(−C))−χ(X,OX(D))

whereχ(X,F ) = ∑i(−1)ihi(X,F ) denotes the Euler characteristic of the sheaf
F .
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(iii) Show how the idea of (ii) can be used to define an intersection product of divisors
on a smooth complete surface (even if the divisors do not intersect in dimension
zero).
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10. CHERN CLASSES

For any vector bundle π : F → X of rank r on a scheme X we define an associated
projective bundle p : P(F)→ X whose fibers p−1(P) are just the projectivizations of
the affine fibers π−1(P). We construct natural line bundles OP(F)(d) on P(F) for all
d ∈ Z that correspond to the standard line bundles O(d) on projective spaces. As in
the case of vector bundles there are pull-back homomorphisms A∗(X)→ A∗(P(F))
between the Chow groups.

For a bundle as above we define the i-th Segre class si(F) : A∗(X)→ A∗−i(X) by
si(F) ·α = p∗(Dr−1+i

F · p∗α), where DF denotes the Cartier divisor associated to the
line bundle OP(F)(1). The Chern classes ci(F) are defined to be the inverse of the
Segre classes. Segre and Chern classes are commutative; they satisfy the projection
formula for proper push-forwards and are compatible with pull-backs. They are mul-
tiplicative on exact sequences. Moreover, ci(F) = 0 for i > r . The top Chern class
cr (F) has the additional geometric interpretation as the zero locus of a section of F .
Using the technique of Chern roots one can compute the Chern classes of almost any
bundle that is constructed from known bundles in some way (e.g. by means of direct
sums, tensor products, dualizing, exact sequences, symmetric and exterior products).

The Chern character ch(F) and Todd class td(F) are defined to be certain polyno-
mial combinations of the Chern classes of F . The Hirzebruch-Riemann-Roch theo-
rem states that ∑i h

i(X,F) = deg(ch(F) · td(TX)) for any vector bundle F on a smooth
projective scheme X. We study some examples and applications of this theorem and
give a sketch of proof.

10.1. Projective bundles. Recall that for any line bundleL on a varietyX there is a
Cartier divisor onX corresponding toL that in turn defines intersection homomorphisms
Ak(X)→ Ak−1(X). These homomorphisms can be thought of as intersecting ak-cycle on
X with the divisor of any rational section ofL . We now want to generalize this idea from
line bundles to vector bundles. To do so, we need some preliminaries on projective bundles
first.

Roughly speaking, the projective bundleP(E) associated to a vector bundleE of rank
r on a schemeX is simply obtained by replacing the fibers (that are all isomorphic to
Ar ) by the corresponding projective spacesPr−1 = (Ar\{0})/k∗. Let us give the precise
definition.

Definition 10.1.1. Let π : F → X be a vector bundle of rankr on a schemeX (see remark
7.3.2). In other words, there is an open covering{Ui} of X such that

(i) there are isomorphismsψi : π−1(Ui)→Ui×Ar overUi ,
(ii) on the overlapsUi ∩U j the compositions

ψi ◦ψ−1
j : (Ui ∩U j)×Ar → (Ui ∩U j)×Ar

are linear in the coordinates ofAr , i.e. they are of the form

(P,x) 7→ (P,Ψi, jx)

whereP∈U , x = (x1, . . . ,xr) ∈ Ar , and theΨi, j arer× r matrices with entries in
OX(Ui ∩U j).

Then theprojective bundle P(F) is defined by glueing the patchesUi ×Pr−1 along the
same transition functions, i.e. by glueingUi×Pr−1 to U j ×Pr−1 along the isomorphisms

(Ui ∩U j)×Pr−1→ (Ui ∩U j)×Pr−1, (P,x) 7→ (P,Ψi, jx)

for all i, j, whereP∈Ui ∩U j andx= (x1 : · · · : xr) ∈ Pr−1. We say thatP(F) is a projective
bundle of rankr−1 onX.
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Note that in the same way as for vector bundles there is a natural projection morphism
p : P(F)→ X that sends a point(P,x) to P. In contrast to the vector bundle case however
the morphismp is proper (which follows easily from exercise 9.5.5).

Example 10.1.2.Let X = P1, and letF be the vector bundle (i.e. locally free sheaf)OX⊕
OX(−1) on X. ThenP(F) is a projective bundle of rank 1 onX, so it is a scheme of
dimension 2. We claim thatP(F) is isomorphic to the blow-up̃P2 of the projective plane
in a pointP. In fact, this can be checked directly: by definition 10.1.1P(F) is obtained by
glueing two copiesU1,U2 of A1×P1 along the isomorphism

(A1\{0})×P1→ (A1\{0})×P1, (z,(x1 : x2)) 7→ (
1
z
,(x1 : zx2)).

On the other hand,̃P2 is given by

P̃2 = {((x0 : x1 : x2),(y1 : y2)) ; x1y2 = x2y1} ⊂ P2×P1

(see example 4.3.4). Now an isomorphism is given by

U1
∼= A1×P1→ P̃2, (z,(x1 : x2)) 7→ ((x1 : zx2 : x2),(z : 1)),

U2
∼= A1×P1→ P̃2, (z,(x1 : x2)) 7→ ((x1 : x2 : zx2),(1 : z))

(note that this is compatible with the glueing isomorphism above).

To see geometrically that̃P2 is a projective bundle of rank 1 overP1 let p : P̃2 →
E ∼= P1 be the projection morphism onto the exceptional divisor as of example 9.2.14
(ii). The fibers of this morphism are the strict transforms of lines throughP, so they are all
isomorphic toP1.

Remark10.1.3. If F is a vector bundle andL a line bundle onX thenP(F)∼= P(F⊗L). In
fact, tensoringF with L just multiplies the transition matricesΨi, j of definition 10.1.1 with
a scalar function, which does not affect the morphism as thexi are projective coordinates.

Example 10.1.4.Let p : P(F)→ X be a projective bundle over a schemeX, given by an
open cover{Ui} of X and transition matricesΨi, j as in definition 10.1.1. In this example
we want to construct line bundlesOP(F)(d) for all d ∈ Z onP(F) that are relative versions
of the ordinary bundlesOPr−1(d) on projective spaces.

The construction is simple: on the patchesUi ×Pr−1 of P(F) we take the line bundles
OPr−1(d). On the overlapsUi∩U j these line bundles are glued byϕ 7→ϕ◦Ψi, j , whereϕ = f

g
is (locally) a quotient of homogeneous polynomialsf ,g∈ k[x1, . . . ,xr ] with degf −degg=
d. Note that theϕ◦Ψi, j satisfies the same degree conditions as theΨi, j are linear functions.

Summarizing, we can say that sections of the line bundleOP(F)(d) are locally given by
quotients of two polynomials which are homogeneous in the fiber coordinates and whose
degree difference isd.

Construction10.1.5. Again let p : P(F)→ X be a projective bundle over a schemeX,
given by an open cover{Ui} of X and transition matricesΨi, j . Consider the vector bundle
p∗F onP(F). It is given by glueing the patchesUi×Pr−1×Ar along the isomorphisms

(Ui ∩U j)×Pr−1×Ar → (Ui ∩U j)×Pr−1×Ar , (P,x,y) 7→ (P,Ψi, jx,Ψi, jy),

wherex = (x1 : · · · : xr) are projective coordinates onPr−1, andy = (y1, . . . ,yr) are affine
coordinates onAr . Now consider the subbundleS of p∗F given locally by the equations
xiy j = x jyi for all i, j = 1, . . . , r, i.e. the subbundle ofp∗F consisting of those(y1, . . . ,yr)
that are scalar multiples of(x1 : · · · : xr). Obviously,S is a line bundle onP(F) contained
in p∗F . Geometrically, the fiber ofS over a point(P,x) ∈ P(F) is precisely the line in
the fiberFP whose projectivization is the pointx. The line bundleS⊂ p∗F is called the
tautological subbundleonP(F).
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We can actually identify the subbundleS in the language of example 10.1.4: we claim
thatS is isomorphic toOP(F)(−1). In fact, an isomorphism is given by

OP(F)(−1)→ S, ϕ 7→ (yi = ϕ ·xi),

whereϕ is (locally) the quotient of two polynomials homogeneous in thexi of degree dif-
ference−1. It is obvious that theϕ ·xi are then quotients of two polynomials homogeneous
in thexi of the same degree, so that theyi are well-defined.

Example 10.1.6.One place where projective bundles occur naturally is in blow-ups. Re-
call from construction 4.3.2 that the blow-up̃X of an affine varietyX ⊂ An at a subvariety
Y ⊂ X with idealI(Y) = ( f1, . . . , fr) is defined to be the closure of the graph

Γ = {(P,( f1(P) : · · · : fr(P))) ; P∈ X\Y} ⊂ X×Pr−1.

The exceptional hypersurface of the blow-up must be contained inY×Pr−1, which has
dimension dimY+r−1. So ifY has dimension dimX−r (which is the expected dimension
as its ideal hasr generators) then the exceptional hypersurface must be all ofY×Pr−1 for
dimensional reasons.

Let us now sketch how this construction can be generalized to blow-ups of arbitrary
(not necessarily affine) varietiesX in a subvarietyY. For simplicity let us assume that
there arer line bundlesL1, . . . ,Lr on X together with global sectionssi ∈ H0(X,Li) such
thatY is scheme-theoretically the zero locuss1 = · · · = sr = 0. Then the straightforward
generalization of the above construction is to define the blow-up ofX in Y to be the closure
of the graph

Γ = {(P,(s1(P) : · · · : sr(P)) ; P∈ X\Y} ⊂ P(L1⊕·· ·⊕Lr).

As above, ifY has codimensionr in X then the exceptional hypersurface of the blow-up is
the projective bundleP((L1⊕·· ·⊕Lr)|Y) overY.

Now recall from remark 7.4.17 and example 9.4.3 (ii) that the normal bundle of a smooth
codimension-1 hypersurfaceY in a smooth varietyX that is given as the zero locus of a
section of a line bundleL is just the restriction of this line bundleL toY. If we iterate this
resultr times we see that the normal bundle of a smooth codimension-r hypersurfaceY in
a smooth varietyX that is given as the zero locus of sections ofr line bundlesL1, . . . ,Lr

is just (L1⊕·· ·⊕Lr)|Y. Combining this with what we have said above we conclude that
the exceptional hypersurface of the blow-up of a smooth variety X in a smooth variety Y
is just the projectivized normal bundleP(NY/X) over Y. This is a relative version of our
earlier statement that the exceptional hypersurface of the blow-up of a variety in a smooth
point is isomorphic to the projectivized tangent space at this point.

In the above argument we have used for simplicity that the codimension-r subvarietyY
is globally the zero locus ofr sections of line bundles. Actually we do not need this. We
only need thatY is locally around every point the zero locus ofr regular functions, as we
can then make the above construction locally and finally glue the local patches together.
Using techniques similar to those in theorem 9.3.7 one can show thateverysmooth subva-
rietyY of codimensionr in a smooth varietyX is locally around every point the zero locus
of r regular functions. So it is actually true in general that the exceptional hypersurface of
the blow-up ofX in Y is P(NY/X) if X andY are smooth.

Finally, in analogy to the case of vector bundles in proposition 9.1.14 let us discuss
pull-back homomorphisms for Chow groups induced by projective bundles.

Lemma 10.1.7.Let F be a vector bundle on a scheme X of rank r+1, and let p: P(F)→X
be the associated projective bundle of rank r. Then there are pull-back homomorphisms

p∗ : Ak(X)→ Ak+r(P(F)), [V] 7→ [p−1(V)]

for all k, satisfying the following compatibilities with our earlier constructions:



10. Chern classes 191

(i) (Compatibility with proper push-forward) Let f: X→Y be a proper morphism,
and let F be a vector bundle of rank r+1 on Y. Form the fiber diagram

P( f ∗F)
f ′ //

p′

��

P(F)

p

��
X

f // Y.

Then p∗ f∗ = f ′∗p
′∗ as homomorphisms Ak(X)→ Ak+r(P(F)).

(ii) (Compatibility with intersection products) Let F be a vector bundle of rank r+1
on X, and let D∈ PicX be a Cartier divisor (class). Then

p∗(D ·α) = (p∗D) · (p∗α)

in Ak+r−1(P(F)) for every k-cycleα ∈ Ak(X).

Proof. (i): Let V ⊂ X be ak-dimensional subvariety. Thenp−1( f (V)) = f ′(p′−1(V)) =:
W, and bothp∗ f∗[V] and f ′∗p

′∗[V] are equal tod · [W], whered is the generic number of
inverse image points off (resp. f ′) on f (V) (resp.p−1( f (V)).

(ii): Let α = [V] for a k-dimensional subvarietyV ⊂ X. OnV the Cartier divisorD is
given by a line bundleL . If ϕ is any rational section ofL then the statement follows from
the obvious identityp∗div(ϕ) = div(p∗ϕ). �

Remark10.1.8. We have now constructed pull-back morphisms for Chow groups in three
cases:

(i) inclusions of open subsets (example 9.1.11),
(ii) projections from vector bundles (proposition 9.1.14),

(iii) projections from projective bundles (lemma 10.1.7).

These are in fact special cases of a general class of morphisms, calledflat morphisms, for
which pull-back maps exist. See [F] section 1.7 for more details.

10.2. Segre and Chern classes of vector bundles.Let X be a scheme, and letF be a
vector bundle of rankr on X. Let p : P(F)→ X be the projection from the corresponding
projective bundle. Note that we have the following constructions associated top:

(i) push-forward homomorphismsp∗ : Ak(P(F)) → Ak(X) since p is proper (see
corollary 9.2.12),

(ii) pull-back homomorphismsp∗ : Ak(X)→ Ak+r−1(P(F)) by lemma 10.1.7,
(iii) a line bundleOP(F)(1) on P(F) by example 10.1.4 (the dual of the tautological

subbundle).

We can now combine these three operations to get homomorphisms of the Chow groups of
X that depend on the vector bundleF :

Definition 10.2.1. Let X be a scheme, and letF be a vector bundle of rankr on X. Let
p : P(F)→X be the projection map from the associated projective bundle. Assume for sim-
plicity that X (and henceP(F)) is irreducible (see below), so that the line bundleOP(F)(1)
corresponds to a Cartier divisorDF onP(F). Now for all i ≥−r +1 we defineSegre class
homomorphismsby the formula

si(F) : Ak(X)→ Ak−i(X), α 7→ si(F) ·α := p∗(Dr−1+i
F · p∗α).

Remark10.2.2. We will discuss some geometric interpretations of Segre classes (or rather
some combinations of them) later in proposition 10.2.3 (i) and (ii), proposition 10.3.12, and
remark 10.3.14. For the moment let us just note that every vector bundleF gives rise to
these homomorphismssi(F) that look like intersections (hence the notationsi(F) ·α) with
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some object of codimensioni as they decrease the dimension of cycles byi. (In algebraic
topology the Segre classsi(F) is an object in the cohomology groupH2i(X,Z).)

Note also that the condition thatX be irreducible is not really necessary: even ifOP(F)(1)
does not determine a Cartier divisor onP(F) it does so on every subvariety ofP(F), and
this is all we need for the construction of the intersection product (as we intersect with a
cycle inP(F) which is by definition a formal linear combination of subvarieties).

Proposition 10.2.3.Let X and Y be schemes.

(i) For any vector bundle F on X we have
• si(F) = 0 for i < 0,
• s0(F) = id.

(ii) For any line bundle L on X we have si(L) ·α = (−1)iDi ·α for i ≥ 0 and all
α ∈ A∗(X), where D is the Cartier divisor class associated to the line bundle L.

(iii) (Commutativity) If F1 and F2 are vector bundles on X, then

si(F1) ·sj(F2) = sj(F2) ·si(F1)

as homomorphisms Ak(X)→ Ak−i− j(X) for all i , j (where the dot denotes the
composition of the two homomorphisms).

(iv) (Projection formula) If f: X→Y is proper, F is a vector bundle on Y, andα ∈
A∗(X), then

f∗(si( f ∗F) ·α) = si(F) · f∗α.

(v) (Compatibility with pull-back) If f: X→Y is a morphism for which a pull-back
f ∗ : A∗(Y)→ A∗(X) exists (see remark 10.1.8), F is a vector bundle on Y, and
α ∈ A∗(Y), then

si( f ∗F) · f ∗α = f ∗(si(F) ·α).

Proof. (i): Let V ⊂ X be ak-dimensional subvariety. By construction we can represent
si(F) · [V] by a cycle of dimensionk− i supported inV. As Zk−i(V) = 0 for i < 0 and
Zk(V) = [V] we conclude thatsi(F) = 0 for i < 0 ands0(F) · [V] = n · [V] for somen∈ Z.
The computation of the multiplicityn is a local calculation, so we can replaceX by an
open subset and thus assume thatF is a trivial bundle. In this caseP(F) = X×Pr−1 and
DF is a hyperplane inPr−1. SoDr−1

F is a point inPr−1, i.e.Dr−1
F · p∗[V] = [V×{pt}] and

hences0(F) · [V] = [V].
(ii): If L is a line bundle thenP(L) = X and p is the identity. Hence the statement

follows from the identityOP(L)(−1) = L.

The proofs of (iii), (iv), and (v) all follow from the various compatibilities between
push-forward, pull-back, and intersection products. As an example we give the proof of
(iv), see [F] proposition 3.1 for the other proofs.

For (iv) consider the fiber square

P( f ∗F)
f ′ //

p′
��

P(F)
p

��
X

f // Y



10. Chern classes 193

and denote the Cartier divisors associated to the line bundlesOP(F)(1) andOP( f ∗F)(1) by
DF andD′F , respectively. Then

f∗(si( f ∗F) ·α) = f∗p′∗(D
′
F

r−1+i · p′∗α) by definition 10.2.1

= p∗ f ′∗(D
′
F

r−i+1 · p′∗α) by remark 9.2.10

= p∗ f ′∗(( f ′∗DF)r−i+1 · p′∗α) asD′F = f ′∗DF

= p∗(Dr−i+1
F · f ′∗p′∗α) by lemma 9.4.10

= p∗(Dr−i+1
F · p∗ f∗α) by lemma 10.1.7 (i)

= si(E) · f∗α by definition 10.2.1.

�

Corollary 10.2.4. Let F be a vector bundle on a scheme X, and let p: P(F)→ X be
the projection. Then p∗ : A∗(P(F))→ A∗(X) is surjective and p∗ : A∗(X)→ A∗(P(F)) is
injective.

Proof. By proposition 10.2.3 (i) we have

α = s0(F) ·α = p∗(Dr−1
F · p∗α)

for all α ∈ A∗(X), so p∗ is surjective. The same formula shows thatα = 0 if p∗α = 0, so
p∗ is injective. �

By proposition 10.2.3 (iii) any polynomial expression in the Segre classes of some vec-
tor bundles acts on the Chow groups ofX. Although the Segre classes are the characteristic
classes of vector bundles that are the easiest ones to define, some others that are polyno-
mial combinations of them have nicer properties and better geometric interpretations. Let
us now define these combinations.

Definition 10.2.5. Let X be a scheme, and letF be a vector bundle of rankr on X. The
total Segre classof F is defined to be the formal sum

s(F) = ∑
i≥0

si(F) : A∗(X)→ A∗(X).

Note that:

(i) All si(F) can be recovered from the homomorphisms(F) by considering the
graded parts.

(ii) Although the sum overi in s(F) is formally infinite, it has of course only finitely
many terms asAk(X) is non-zero only for finitely manyk.

(iii) The homomorphisms(F) is in fact anisomorphismof vector spaces: by proposi-
tion 10.2.3 (i) it is given by a triangular matrix with ones on the diagonal (in the
natural grading ofA∗(X)).

By (iii) it makes sense to define thetotal Chern classof F

c(F) = ∑
i≥0

ci(F)

to be the inverse homomorphism ofs(F). In other words, theChern classesci(F) are the
unique homomorphismsci(F) : Ak(X)→ Ak−i(X) such that

s(F) ·c(F) = (1+s1(F)+s2(F)+ · · ·) · (c0(F)+c1(F)+c2(F)+ · · ·) = id .
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Explicitly, the first few Chern classes are given by

c0(F) = 1,

c1(F) =−s1(F),

c2(F) =−s2(F)+s1(F)2,

c3(F) =−s3(F)+2s1(F)s2(F)−s1(F)3.

Proposition 10.2.3 translates directly into corresponding statements about Chern classes:

Proposition 10.2.6.Let X and Y be schemes.

(i) For any line bundle L on X with associated Cartier divisor class D we have
c(L) · α = (1+ D) · α. In other words, ci(L) = 0 for i > 1, and c1(L) is the
homomorphism of intersection with the Cartier divisor class associated to L. By
abuse of notation, the Cartier divisor class associated to L is often also denoted
c1(L).

(ii) (Commutativity) If F1 and F2 are vector bundles on X, then

ci(F1) ·c j(F2) = c j(F2) ·ci(F1)

for all i , j.
(iii) (Projection formula) If f: X→Y is proper, F is a vector bundle on Y, andα ∈

A∗(X), then

f∗(ci( f ∗F) ·α) = ci(F) · f∗α.

(iv) (Pull-back) If f : X→Y is a morphism for which a pull-back f∗ : A∗(Y)→A∗(X)
exists, F is a vector bundle on Y, andα ∈ A∗(Y), then

ci( f ∗F) · f ∗α = f ∗(ci(F) ·α).

Proof. (i): This follows from proposition 10.2.3, since

(1−D+D2−D3±·· ·)(1+D) = 1.

(ii), (iii), (iv): All these statements follow from the corresponding properties of Segre
classes in proposition 10.2.3, taking into account that the Chern classes are just polynomi-
als in the Segre classes. �

10.3. Properties of Chern classes.In this section we will show how to compute the
Chern classes of almost any bundle that is constructed from other known bundles in some
way (e.g. by means of direct sums, tensor products, dualizing, exact sequences, symmetric
and exterior products). We will also discuss the geometric meaning of Chern classes.

The most important property of Chern classes is that they are multiplicative in exact
sequences:

Proposition 10.3.1. Let 0→ F ′→ F → F ′′→ 0 be an exact sequence of vector bundles
on a scheme X. Then c(F) = c(F ′) ·c(F ′′).

Proof. We prove the statement by induction on the rank ofF ′′.

Step 1: rankF ′′ = 1. We have to show thats(F ′) · [V] = c(F ′′) · s(F) · [V] for all k-
dimensional subvarietiesV ⊂ X. Consider the diagram

P′ = P(F ′|V) � � i //

p′ ''NNNNNNNN
P(F |V) = P

p
xxpppppppp

V
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Then

c(F ′′) ·s(F) · [V] = c(F ′′) · p∗((1+DF +D2
F + · · ·) · [P]) by definition 10.2.1

= c(F ′′) · p∗(s(OP(−1)) · [P]) by proposition 10.2.3 (ii)

= (1+c1(F ′′)) · p∗(s(OP(−1)) · [P]) by proposition 10.2.6 (i)

= p∗((1+c1(p∗F ′′)) ·s(OP(−1)) · [P]) by proposition 10.2.6 (iii).

On the other hand, we have a bundle mapOP(−1) ↪→ p∗F → p∗F ′′ on P, which by con-
struction fails to be injective exactly at the points ofP′. In other words,P′ in P is the
(scheme-theoretic) zero locus of a section of the line bundlep∗F ′′⊗OP(−1)∨. So we get

s(F ′) · [V] = p′∗(s(OP′(−1)) · [P′])
= p∗i∗(s(i∗OP(−1)) · [P′])
= p∗(s(OP(−1)) · i∗[P′])
= p∗(s(OP(−1)) · (c1(p∗F ′′)−c1(OP(−1))) · [P]).

Subtracting these two equations from each other, we get

c(F ′′) ·s(F) · [V]−s(F ′) · [V] = p∗(s(OP(−1))c(OP(−1)) [P]) = p∗[P] = 0

for dimensional reasons.

Step 2: rankF ′′ > 1. Let Q = P(F ′′∨) with projection mapq : Q→ X, and letL∨ ⊂
q∗F ′′∨ be the universal line bundle. Then we get a commutative diagram of vector bundles
onQ with exact rows and columns

0

��

0

��
0 // q∗F ′ // F̃ //

��

F̃ ′′ //

��

0

0 // q∗F ′ // q∗F //

��

q∗F ′′ //

��

0

L

��

L

��
0 0

for some vector bundles̃F andF̃ ′′ on Q with rankF̃ ′′ = rankF ′′−1. Recall that we want
to prove the statement that for any short exact sequence of vector bundles the Chern poly-
nomial of the bundle in the middle is equal to the product of the Chern polynomials of the
other two bundles. In the above diagram we know that this is true for the columns by step
1 and for the top row by the inductive assumption; hence it must be true for the bottom row
as well. So we have shown that

c(q∗F) = c(q∗F ′) ·c(q∗F ′′).
It follows that

q∗c(F) = q∗(c(F ′) ·c(F ′′))
by proposition 10.2.6 (iv), and finally that

c(F) = c(F ′) ·c(F ′′)
asq∗ is injective by corollary 10.2.4. �

Remark10.3.2. Of course proposition 10.3.1 can be split up into graded parts to obtain the
equations

ck(F) = ∑
i+ j=k

ci(F ′) ·c j(F ′′)
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for all k≥ 0 and any exact sequence 0→ F ′→ F→ F ′′→ 0 of vector bundles on a scheme
X.

Note moreover that by definition the same relations(F) = s(F ′) · s(F ′′) then holds for
the Segre classes.

Example 10.3.3.In this example we will compute the Chern classes of the tangent bundle
TX of X = Pn. By lemma 7.4.15 we have an exact sequence of vector bundles onX

0→ OX → OX(1)⊕(n+1)→ TX → 0.

Moreover proposition 10.2.6 (i) implies thatc(OX) = 1 andc(OX(1)) = 1+H, whereH is
(the divisor class of) a hyperplane inX. So by proposition 10.3.1 it follows that

c(TX) = c(OX(1))n+1/c(OX) = (1+H)n+1,

i.e.ck(TX) =
(n+1

k

)
·Hk (whereHk is the class of a linear subspace ofX of codimensionk).

Remark10.3.4. Note that proposition 10.3.1 allows us to compute the Chern classes of any
bundleF of rankr on a schemeX that has a filtration

0 = F0⊂ F1⊂ ·· · ⊂ Fr−1⊂ Fr = F

by vector bundles such that the quotientsLi := Fi/Fi−1 are all line bundles (i.e.Fi has rank
i for all i). In fact, in this case a recursive application of proposition 10.3.1 to the exact
sequences

0→ Fi−1→ Fi → Li → 0

yields (together with proposition 10.2.6 (i))

c(F) =
r

∏
i=1

(1+Di)

whereDi = c1(Li) is the divisor associated to the line bundleLi .

Unfortunately, not every vector bundle admits such a filtration. We will see now how-
ever that for computations with Chern classes we can essentially pretend that such a filtra-
tion always exists.

Lemma 10.3.5. (Splitting construction) Let F be a vector bundle of rank r on a scheme X.
Then there is a scheme Y and a morphism f: Y→ X such that

(i) f admits push-forwards and pull-backs for Chow groups (in fact it will be an
iterated projective bundle),

(ii) the push-forward f∗ is surjective,
(iii) the pull-back f∗ is injective,
(iv) f ∗F has a filtration by vector bundles

0 = F0⊂ F1⊂ ·· · ⊂ Fr−1⊂ Fr = f ∗F

such that the quotients Fi/Fi−1 are line bundles on Y.

In other words, “every vector bundle admits a filtration after pulling back to an iterated
projective bundle”.

Proof. We construct the morphismf by induction on rankF . There is nothing to do if
rankF = 1. Otherwise setY′ = P(F∨) and let f ′ : Y′ → X be the projection. LetL∨ ⊂
f ′∗F∨ be the tautological line bundle onY′. Then we have an exact sequence of vector
bundles 0→ F̃→ f ′∗F→ L→ 0 onY′, where rank̃F = rankF−1. Hence by the inductive
assumption there is a morphismf ′′ : Y→Y′ such thatf ′′∗F̃ has a filtration(Fi) with line
bundle quotients. If we setf = f ′ ◦ f ′′ it follows that we have an induced filtration off ∗F
onY

0 = F0⊂ F1⊂ ·· · ⊂ Fr−1 = f ′′∗F̃ ⊂ f ∗F
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with line bundle quotients. Moreover,f∗ is surjective andf ∗ is injective, as this is true for
f ′′ by the inductive assumption and forf ′ by corollary 10.2.4. �

Construction10.3.6. (Splitting construction) Suppose one wants to prove a universal
identity among Chern classes of vector bundles on a schemeX, e.g. the statement that
ci(F) = 0 wheneveri > rankF (see corollary 10.3.7 below). If the identity is invariant
under pull-backs (which it essentially always is because of proposition 10.2.6 (iv)) then one
can assume that the vector bundles in question have filtrations with line bundle quotients.
More precisely, pick a morphismf : Y→ X as in lemma 10.3.5. We can then show the
identity for the pulled-back bundlef ∗F on Y, using the filtration. As the pull-backf ∗ is
injective and commutes with the identity we want to show, the identity then follows forF
on X as well. (This is the same argument that we used already at the end of the proof of
proposition 10.3.1.)

Corollary 10.3.7. Let F be a vector bundle of rank r on a scheme X. Then ci(F) = 0 for
all i > r.

Proof. By the splitting construction 10.3.6 we can assume thatF has a filtration with line
bundle quotientsLi , i = 1, . . . , r. But thenc(F) = ∏r

i=1(1+c1(Li)) by remark 10.3.4, which
obviously has no parts of degree bigger thanr. �

Remark10.3.8. This vanishing of Chern classes beyond the rank of the bundle is a property
that isnot shared by the Segre classes (see e.g. proposition 10.2.3 (ii)). This is one reason
why Chern classes are usually preferred over Segre classes in computations (although they
carry the same information).

Remark10.3.9. The splitting construction is usually formalized as follows. LetF be a
vector bundle of rankr on a schemeX. We writeformally

c(F) =
r

∏
i=1

(1+αi).

There are two ways to think of theα1, . . . ,αr :

• Theαi are just formal “variables” such that thek-th elementary symmetric poly-
nomial in theαi is exactlyck(F). So anysymmetricpolynomial in theαi is
expressible as a polynomial in the Chern classes ofF in a unique way.
• After having applied the splitting construction, the vector bundleF has a filtration

with line bundle quotientsLi . Then we can setαi = c1(Li), and the decomposition
c(F) = ∏r

i=1(1+αi) becomes an actual equation (and not just a formal one).

Theαi are usually called theChern roots of F . Using the splitting construction and Chern
roots, one can compute the Chern classes of almost any bundle that is constructed from
other known bundles by standard operations:

Proposition 10.3.10.Let X be a scheme, and let F and F′ be vector bundles with Chern
roots(αi)i and(α′j) j , respectively. Then:

(i) F∨ has Chern roots(−αi)i .
(ii) F⊗F ′ has Chern roots(αi +α′j)i, j .

(iii) SkF has Chern roots(αi1 + · · ·+αik)i1≤···≤ik.
(iv) ΛkF has Chern roots(αi1 + · · ·+αik)i1<···<ik.

Proof. (i): If F has a filtration 0= F0⊂ F1⊂ ·· · ⊂ Fr = F with line bundle quotientsLi =
Fi/Fi−1, thenF∨ has an induced filtration 0= (F/Fr)∨⊂ (F/Fr−1)∨⊂ ·· · ⊂ (F/F0)∨= F∨

with line bundle quotientsL∨i .

(ii): If F andF ′ have filtrations

0 = F0⊂ F1⊂ ·· · ⊂ Fr = F and 0= F ′0 ⊂ F ′1 ⊂ ·· · ⊂ F ′s = F ′
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with line bundle quotientsLi := Fi/Fi−1 andL′i := F ′i /F ′i−1, thenF⊗F ′ has a filtration

0 = F0⊗F ′ ⊂ F1⊗F ′ ⊂ ·· · ⊂ Fr ⊗F ′ = F⊗F ′

with quotientsLi⊗F ′. But Li⊗F ′ itself has a filtration

0 = Li⊗F ′0 ⊂ Li⊗F ′1 ⊂ ·· · ⊂ Li⊗F ′s = Li⊗F ′

with quotientsLi⊗L′j , so the result follows.

(iii) and (iv) follow in the same way. �

Example 10.3.11.The results of proposition 10.3.10 can be restated using Chern classes
instead of Chern roots. For example, (i) just says thatci(F∨) = (−1)ici(F). It is more
difficult to write down closed forms for the Chern classes in the cases (ii) to (iv). For
example, ifF ′ = L is a line bundle, then

c(F⊗L) = ∏
i

(1+(αi +α′)) = ∑
i
(1+c1(L))r−i ci(F)

wherer = rankF . So for 0≤ p≤ r we have

cp(F⊗L) =
p

∑
i=0

(
r− i
p− i

)
ci(F)c1(L)p−i .

Also, from part (iv) it follows immediately thatc1(F) = c1(ΛrF).
As a more complicated example, assume thatF is a rank-2 bundle on a schemeX

and let us compute the Chern classes ofS3F . SayF has Chern rootsα1 andα2, so that
c1(F) = α1 + α2 andc2(F) = α1α2. Then by part (iii) a tedious but easy computation
shows that

c(S3F) = (1+3α1)(1+2α1 +α2)(1+α1 +2α2)(1+3α2)

= 1+6c1(F)+10c2(F)+11c1(F)2 +30c1(F)c2(F)

+6c1(F)3 +9c2(F)2 +18c1(F)2c2(F).

Splitting this up into graded pieces one obtains the individual Chern classes, e.g.

c4(S3F) = 9c2(F)2 +18c1(F)2c2(F).

Now that we have shown how to compute Chern classes let us discuss their geometric
meaning. By far the most important property of Chern classes is that the “top Chern class”
of a vector bundle (i.e.cr(F) if r = rankF) is the class of the zero locus of a section:

Proposition 10.3.12.Let F be a vector bundle of rank r on an n-dimensional scheme X.
Let s∈ Γ(F) be a global section of F, and assume that its scheme-theoretic zero locus Z(s)
has dimension n− r (as expected). Then[Z(s)] = cr(F) · [X] ∈ An−r(X).

Proof. We will only sketch the proof; for details especially about multiplicities we refer to
[F] section 14.1.

We prove the statement by induction onr. Applying the splitting principle we may
assume that there is an exact sequence

0→ F ′→ F → L→ 0 (∗)

of vector bundles onX, whereL is a line bundle and rankF ′ = rankF −1. Now lets∈
Γ(X,F) be a global section ofF as in the proposition. Thens induces

(i) a sectionl ∈ Γ(X,L), and
(ii) a sections′ ∈ Γ(Z(l),F ′) (i.e. “s is a section ofF ′ on the locus where the induced

section onL vanishes”).
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Let us assume thatl is not identically zero, and denote byi : Z(l) ↪→ X the inclusion
morphism. Note that theni∗[Z(s′)] = cr−1(F) · [Z(l)] by the induction hypothesis, and
[Z(l)] = c1(L) · [X] as the Weil divisor associated to a line bundle is just the zero locus of a
section. Combining these results we get

[Z(s)] = i∗[Z(s′)] = cr−1(F) ·c1(L) · [X].

But applying proposition 10.3.1 to the exact sequence(∗) we getcr(F) = cr−1(F ′) ·c1(L),
so the result follows. �

Remark10.3.13. Proposition 10.3.12 is the generalization of our old statement that the first
Chern class of a line bundle (i.e. the divisor associated to a line bundle) is the zero locus of
a (maybe rational) section of that bundle. In contrast to the line bundle case however, it is
not clear that a section of the vector bundle exists that vanishes in the right codimension.
This is why proposition 10.3.12 cannot be used as a definition for the top Chern class.

Remark10.3.14. There are analogous interpretations for the intermediate Chern classes
ck(F) that we state without proof: letF be a vector bundle of rankr on a schemeX. Let
s1, . . . ,sr+1−k be global sections ofX, and assume that the (scheme-theoretic) locusZ⊂ X
where the sections s1, . . . ,sr+1−k are linearly dependenthas codimensionk in X (which is
the expected codimension). Then[Z] = ck(F) · [X] ∈ A∗(X). (For a proof of this statement
see [F] example 14.4.1).

Two special cases of this property are easy to see however:

(i) In the casek = r we are reduced to proposition 10.3.12.
(ii) In the casek = 1 the locusZ is just the zero locus of a section ofΛrF , so we have

[Z] = c1(ΛrF) = c1(F) (the latter equality is easily checked using proposition
10.3.10 (iv)).

Example 10.3.15.As an example of proposition 10.3.12 let us recalculate that there are 27
lines on a cubic surfaceX in P3 (see section 4.5). To be more precise, we will not reprove
here that the number of lines inX is finite; instead we will assume that it is finite and just
recalculate the number 27 under this assumption.

LetG(1,3) be the 4-dimensional Grassmannian variety of lines inP3. As in construction
10.1.5 there is atautological rank-2 subbundle Fof the trivial bundleC4 whose fiber over
a point [L] ∈ G(1,3) (whereL ⊂ P3 is a line) is precisely the 2-dimensional subspace of
C4 whose projectivization isL. Dualizing, we get a surjective morphism of vector bundles
(C4)∨ → F∨ that corresponds to restricting a linear function onC4 (or P3) to the lineL.
Taking thed-th symmetric power of this morphism we arrive at a surjective morphism
Sd(C4)∨ → SdF∨ that corresponds to restricting a homogeneous polynomial of degreed
onP3 to L.

Now let X = { f = 0} be a cubic surface. By what we have just said the polynomialf
determines a section ofS3F∨ whose set of zeros inG(1,3) is precisely the set of lines that
lie in X (i.e. the set of lines on whichf vanishes). Soassuming that this set is finitewe see
by proposition 10.3.12 that the number of lines in the cubic surfaceX is the degree of the
cyclec4(S3F∨) onG(1,3).

To compute this number note that by example 10.3.11 we have

c4(S3F∨) = 9c2(F∨)2 +18c1(F∨)2c2(F∨),

so that it remains to compute the numbersc2(F∨)2 andc1(F∨)2c2(F∨). There are general
rules (called “Schubert calculus”) how to compute such intersection products on Grass-
mannian varieties, but in this case we can also compute the result directly in a way similar
to that in example 9.4.9:

(i) By exactly the same reasoning as above,c2(F∨) = c2(S1F∨) is the locus of all
lines inP3 that are contained in a given plane.
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(ii) The classc1(F∨) = c1(Λ2F∨) is (by definition of the exterior product, see also
remark 10.3.14) the locus of all linesL⊂ P3 such that two given linear equations
f1, f2 on P4 become linearly dependent when restricted to the line. This means
that f1|L and f2|L must have their zero at the same point ofL. In other words,L
intersectsZ( f1, f2), which is a line. In summary,c1(F∨) is just the class of lines
that meet a given line inP3.

Using these descriptions we can now easily compute the required intersection products:
c2(F∨)2 is the number of lines that are contained in two given planes inP3, so it is 1 (the
line must precisely be the intersection line of the two planes). Moreover,c1(F∨)2c2(F∨) is
the number of lines intersecting two given lines and lying in a given plane, i.e. the number
of lines through two points in a plane, which is 1.

Summarizing, we get that the number of lines on a cubic surface is

c4(S3F∨) = 9c2(F∨)2 +18c1(F∨)2c2(F∨) = 9·1+18·1 = 27.

Remark10.3.16. The preceding example 10.3.15 shows very well how enumerative prob-
lems can be attacked in general. By anenumerative problemwe mean that we want to
count the number of curves in some space with certain conditions (e.g. lines through two
points, lines in a cubic surface, plane conics through 5 points, and so on). Namely:

(i) Find a complete(resp. compact) “moduli space”M whose points correspond to
the curves one wants to study (in the above example: the GrassmannianG(1,3)
that parametrizes lines inP3).

(ii) Every condition that one imposes on the curves (passing through a point, lying in
a given subvariety, . . . ) corresponds to some intersection-theoretic cycle onM —
a divisor, a combination of Chern classes, or something else.

(iii) If the expectednumber of curves satisfying the given conditions is finite then the
intersection product of the cycles in (ii) will have dimension 0. AsM is complete
the degree of this zero-cycle is a well-defined integer. It is called thevirtual
solutionto the enumerative problem. Note that this number is well-defined even
if the actual number of curves satisfying the given conditions isnot finite.

(iv) It is now a different (and usually more difficult, in any case not an intersection-
theoretic) problem to figure out whether the actual number of curves satisfying
the given conditions is finite or not, and if so whether they are counted in the
intersection product of (iii) with the scheme-theoretic multiplicity 1. If this is the
case then the solution of (iii) is said to beenumerative(and not only virtual). For
example, we have shown in section 4.5 that the number 27 computed intersection-
theoretically in example 10.3.15 is actually enumerative for any smooth cubic
surfaceX.

10.4. Statement of the Hirzebruch-Riemann-Roch theorem.As a final application of
Chern classes we will now state and sketch a proof of the famous Hirzebruch-Riemann-
Roch theorem that is a vast and very useful generalization (yet still not the most general
version) of the Riemann-Roch theorem (see section 7.7, in particular remark 7.7.7).

As usual the goal of the Riemann-Roch type theorems is to compute the dimension
h0(X,F ) of the space of global sections of a sheafF on a schemeX, in the case at hand
of a vector bundle on a smooth projective schemeX. As we have already seen in the case
whereX is a curve andF a line bundle there is no easy general formula for this number
unless you add some “correction term” (that was−h1(X,F ) in the case of curves). The
same is true in higher dimensions. Here the Riemann-Roch theorem will compute the Euler
characteristic ofF :

Definition 10.4.1. Let F be a coherent sheaf on a projective schemeX. Then the dimen-
sionshi(X,F ) = dimH i(X,F ) are all finite by theorem 8.4.7 (i). We define theEuler
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characteristic of F to be the integer

χ(X,F ) := ∑
i≥0

(−1)ihi(X,F ).

(Note that the sum is finite ashi(X,F ) = 0 for i > dimX.)

The “left hand side” of the Hirzebruch-Riemann-Roch theorem will just beχ(X,F );
this is the number that we want to compute. Recall that there were many “vanishing the-
orems”, e.g.hi(X,F ⊗OX(d)) = 0 for i > 0 andd� 0 by theorem 8.4.7 (ii). So in the
cases when such vanishing theorems apply the theorem will actually compute the desired
numberh0(X,F ).

The “right hand side” of the Hirzebruch-Riemann-Roch theorem is an intersection-
theoretic expression that is usually easy to compute. It is a certain combination of the
Chern (resp. Segre) classes of the bundleF (corresponding to the locally free sheafF )
and the tangent bundleTX of X. These combinations will haverational coefficients, so we
have to tensor the Chow groups withQ (i.e. we consider formal linear combinations of
subvarieties with rational coefficients instead of integer ones).

Definition 10.4.2. Let F be a vector bundle of rankr with Chern rootsα1, . . . ,αr on a
schemeX. Then we define theChern character ch(F) : A∗(X)⊗Q→ A∗(X)⊗Q to be

ch(F) =
r

∑
i=1

exp(αi)

and theTodd classtd(F) : A∗(X)⊗Q→ A∗(X)⊗Q to be

td(F) =
r

∏
i=1

αi

1−exp(−αi)
,

where the expressions in theαi are to be understood as formal power series, i.e.

exp(αi) = 1+αi +
1
2

α2
i +

1
6

α3
i + · · ·

and
αi

1−exp(−αi)
= 1+

1
2

αi +
1
12

α2
i + · · · .

Remark10.4.3. As usual we can expand the definition of ch(F) and td(F) to get symmetric
polynomials in the Chern roots which can then be written as polynomials (with rational
coefficients) in the Chern classesci = ci(F) of F . Explicitly,

ch(F) = r +c1 +
1
2
(c2

1−2c2)+
1
6
(c3

1−3c1c2 +3c3)+ · · ·

and td(F) = 1+
1
2

c1 +
1
12

(c2
1 +c2)+

1
24

c1c2 + · · · .

Remark10.4.4. If 0 → F ′ → F → F ′′ → 0 is an exact sequence of vector bundles onX
then the Chern roots ofF are just the union of the Chern roots ofF ′ andF ′′. So we see that

ch(F) = ch(F ′)+ch(F ′′)

and
td(F) = td(F ′) · td(F ′′).

We can now state the Hirzebruch-Riemann-Roch theorem:

Theorem 10.4.5. (Hirzebruch-Riemann-Roch theorem) Let F be a vector bundle on a
smooth projective variety X. Then

χ(X,F) = deg(ch(F) · td(TX))

wheredeg(α) denotes the degree of the dimension-0 part of the (non-homogeneous) cycle
α.
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Before we sketch a proof of this theorem in the next section let us consider some exam-
ples.

Example 10.4.6. Let F = L be a line bundle on a smooth projective curveX of genus
g. Thenχ(X,L) = h0(X,L)− h1(X,L). On the right hand side, the dimension-0 part of
ch(L) · td(TX), i.e. its codimension-1 part, is equal to

deg(ch(L) · td(TX)) = deg((1+c1(L))(1+ 1
2c1(TX))) by remark 10.4.3

= deg(c1(L)− 1
2c1(ΩX))

= degL− 1
2(2g−2) by corollary 7.6.6

= degL+1−g,

so we are recovering our earlier Riemann-Roch theorem of corollary 8.3.3.

Example 10.4.7.If F is a vector bundle of rankr on a smooth projective curveX then we
get in the same way

h0(X,F)−h1(X,F) = deg(ch(F) · td(TX))

= deg((r +c1(F))(1+
1
2

c1(TX)))

= degc1(F)+ r(1−g).

Example 10.4.8.Let L = OX(D) be a line bundle on a smooth projective surfaceX corre-
sponding to a divisorD. Now the dimension-0 part of the right hand side has codimension
2, so the Hirzebruch-Riemann-Roch theorem states that

h0(X,L)−h1(X,L)+h2(X,L)

= deg(ch(F) · td(TX))

= deg

((
1+c1(L)+

1
2

c1(L)2
)(

1+
1
2

c1(TX)+
1
12

(c1(TX)2 +c2(TX))
))

=
1
2

D · (D−KX)+
K2

X +c2(TX)
12

.

Note that:

(i) The numberχ(X,OX) = K2
X+c2(TX)

12 is an invariant ofX that does not depend on
the line bundle. The Hirzebruch-Riemann-Roch theorem implies that it is always
an integer, i.e. thatK2

X +c2(TX) is divisible by 12 (which is not at all obvious from
the definitions).

(ii) If X has degreed and L = OX(n) for n� 0 thenh1(X,L) = h2(X,L) = 0 by
theorem 8.4.7 (ii). Moreover we then haveD2 = dn2, so we get

h0(X,OX(n)) =
d
2

n2 +
1
2
(H ·KX) ·n+

K2
X +c2(TX)

12
whereH denotes the class of a hyperplane (restricted toX). In other words, we
have just recovered proposition 6.1.5 about the Hilbert function ofX. Moreover,
we have identified the non-leading coefficients of the Hilbert polynomial in terms
of intersection-theoretic data.

Example 10.4.9.The computation of example 10.4.8 works for higher-dimensional vari-
eties as well: letX be a smooth projectiveN-dimensional variety of degreed and consider
the line bundleL = OX(n) on X for n� 0. We see immediately that the codimension-N
part of ch(OX(n)) · td(TX) is a polynomial inn of degreeN with leading coefficient

1
N!

c1(L)N =
d
N!

nN,



10. Chern classes 203

which reproves proposition 6.1.5 (for smoothX). Moreover, we can identify the other co-
efficients of the Hilbert polynomial in terms of intersection-theoretic expressions involving
the characteristic classes of the tangent bundle ofX.

Example 10.4.10.Let F = OX(d) be a line bundle onX = Pn. Then we can compute both
sides of the Hirzebruch-Riemann-Roch theorem explicitly and therefore prove the theorem
in this case:

As for the left hand side, proposition 8.4.1 implies that

χ(X,OX(d)) =


h0(X,OX(d)) =

(n+d
n

)
if d≥ 0,

(−1)nhn(X,OX(d)) = (−1)n
(−d−1

n

)
if d≤−n−1,

0 otherwise.

Note that this means in fact in all cases that

χ(X,OX(d)) =
(

n+d
n

)
.

As for the right hand side let us first compute the Todd class ofTX. By the Euler sequence

0→ OX → OX(1)⊕(n+1)→ TX → 0

of lemma 7.4.15 together with the multiplicativity of Chern classes (see proposition 10.3.1)
we see that the Chern classes (and hence the Todd class) ofTX are the same as those of
OX(1)⊕(n+1). But the Chern roots of the latter bundle are justn+1 times the classH of a
hyperplane, so it follows that

td(TX) =
Hn+1

(1−exp(−H))n+1 .

As the Chern character ofOX(d) is obviously exp(dH) we conclude that the right hand
side of the Hirzebruch-Riemann-Roch theorem is theHn-coefficient of

Hn+1exp(dH)
(1−exp(−H))n+1 .

But this is equal to the residue

resH=0
exp(dH)

(1−exp(−H))n+1 dH,

which we can compute using the substitutionx = 1− exp(−H) (so exp(H) = 1
1−x and

dH
dx = 1

1−x):

resH=0
exp(dH)

(1−exp(−H))n+1 dH = resx=0
(1−x)−d−1

xn+1 dx.

This number is equal to thexn-coefficient of(1−x)−d−1, which is simply

(−1)n
(
−d−1

n

)
=

(
n+d

n

)
in agreement with what we had found for the left hand side of the Hirzebruch-Riemann-
Roch theorem above. So we have just proven the theorem for line bundles onPn.

10.5. Proof of the Hirzebruch-Riemann-Roch theorem. Finally we now want to give
a very short sketch of proof of the Hirzebruch-Riemann-Roch theorem 10.4.5, skipping
several subtleties from commutative algebra. The purpose of this section is just to give an
idea of the proof, and in particular to show why the rather strange-looking Todd classes
come into play. For a more detailed discussion of the proof or more general versions see
[F] chapter 15.
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The proof of the theorem relies heavily on certain constructions being additive (or oth-
erwise well-behaved) on exact sequences of vector bundles. Let us formalize this idea
first.

Definition 10.5.1. Let X be a scheme. TheGrothendieck group of vector bundlesK◦(X)
on X is defined to be the group of formal finite sums∑i ai [Fi ] whereai ∈ Z and theFi

are vector bundles onX, modulo the relations[F ] = [F ′]+ [F ′′] for every exact sequence
0→ F ′→ F → F ′′→ 0. (Of course we then also have∑r

i=1(−1)i [Fi ] = 0 for every exact
sequence

0→ F1→ F2→ ··· → Fr → 0.)

Example 10.5.2. Definition 10.5.1 just says that every construction that is additive on
exact sequences passes to the Grothendieck group. For example:

(i) If X is projective then the Euler characteristic of a vector bundle (see definition
10.4.1) is additive on exact sequences by the long exact cohomology sequence of
proposition 8.2.1. Hence the Euler characteristic can be thought of as ahomo-
morphism of Abelian groups

χ : K◦(X)→ Z, χ([F ]) = χ(X,F).

(ii) The Chern character of a vector bundle is additive on exact sequences remark
10.4.4. So we get a homomorphism

ch :K◦(X)→ A∗(X)⊗Q, ch([F ]) = ch(F).

(It can in fact be shown that this homomorphism gives rise to anisomorphism
K◦(X)⊗Q→A∗(X)⊗Q if X is smooth; see [F] example 15.2.16(b). We will not
need this however in our proof.)

(iii) Let X be a smooth projective variety. For the same reason as in (ii) the right hand
side of the Hirzebruch-Riemann-Roch theorem gives rise to a homomorphism

τ : K◦(X)→ A∗(X)⊗Q, τ(F) = ch(F) · td(TX).

In particular, by (i) and (iii) we have checked already that both sides of the Hirzebruch-
Riemann-Roch theorem are additive on exact sequences (which is good). So to prove the
theorem we only have to check it on a set of generators forK◦(X). To use this to our
advantage however we first have to gather more information about the structure of the
Grothendieck groups. We will need the following lemma of which we can only sketch the
proof.

Lemma 10.5.3.Let X be asmoothprojective scheme. Then for every coherent sheafF on
X there is an exact sequence

0→ Fr → Fr−1→ ··· → F0→ F → 0

where the Fi are vector bundles (i.e. locally free sheaves). We say that “every coherent
sheaf has a finite locally free resolution”. Moreover, if X= Pn then the Fi can all be
chosen to be direct sums of line bundlesOX(d) for various d.

Proof. By a repeated application of lemma 8.4.6 we know already that there is a (possibly
infinite) exact sequence

· · · → Fr → ··· → F1→ F0→ F → 0.

Now one can show that for ann-dimensionalsmoothscheme the kernelK of the morphism
Fr−1→ Fr−2 is always a vector bundle (see [F] B.8.3). So we get a locally free resolution

0→ K→ Fr−1→ Fr−2→ ··· → F0→ F → 0

as required.
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If X = Pn with homogeneous coordinate ringS= k[x0, . . . ,xn] then one can show that a
coherent sheafF onX is nothing but agraded S-moduleM (in the same way that a coherent
sheaf on an affine scheme SpecR is given by anR-module). By the famousHilbert syzygy
theorem(see [EH] theorem III-57) there is a free resolution ofM

0→
M

i

Sn,i → ··· →
M

i

S1,i →
M

i

S0,i →M→ 0

where eachSj,i is isomorphic toS, with the grading shifted by some constantsa j,i . This
means exactly that we have a locally free resolution

0→
M

i

OX(an,i)→ ··· →
M

i

OX(a1,i)→
M

i

OX(a0,i)→ F → 0

of F . �

Corollary 10.5.4. The Hirzebruch-Riemann-Roch theorem 10.4.5 is true for any vector
bundle onPn.

Proof. By lemma 10.5.3 (applied toX = Pn and a vector bundleF ) the Grothendieck
groupK◦(Pn) is generated by the classes of the line bundlesOPn(d) for d ∈ Z. As we
have already checked the Hirzebruch-Riemann-Roch theorem for these bundles in example
10.4.10 the statement follows by the remark at the end of example 10.5.2. �

Remark10.5.5. To study the Hirzebruch-Riemann-Roch theorem for general smooth pro-
jectiveX let i : X→Pn be an embedding ofX in projective space and consider the following
diagram:

K◦(X)
i∗ //

τ
��

K◦(Pn)
χ //

τ
��

Z� _

��
A(X)⊗Q i∗ // A(Pn)⊗Q

deg // Q.

Let us first discuss the right square. The homomorphismsχ andτ are explained in ex-
ample 10.5.2, and deg denotes the degree of the dimension-0 part of a cycle class. The
Hirzebruch-Riemann-Roch theorem forPn of corollary 10.5.4 says precisely that this right
square is commutative.

Now consider the left square. The homomorphismτ is as above, and thei∗ in the bottom
row is the proper push-forward of cycles of corollary 9.2.12. We have to explain the push-
forward i∗ in the top row. Of course we would like to definei∗[F ] = [i∗F ] for any vector
bundleF on X, but we cannot do this directly asi∗F is not a vector bundle but only a
coherent sheaf onPn. So instead we let

0→ Fr → Fr−1→ ··· → F0→ i∗F → 0 (∗)

be a locally free resolution of the coherent sheafi∗F onPn and set

i∗ : K◦(X)→ K◦(Pn), i∗([F ]) =
r

∑
k=0

(−1)k[Fk].

One can show that this is indeed a well-defined homomorphism of groups (i.e. that this
definition does not depend on the choice of locally free resolution), see [F] section B.8.3.
But in fact we do not really need to know this: we do know by the long exact cohomology
sequence applied to(∗) that

χ(X,F) =
r

∑
k=0

(−1)kχ(Pn,Fk),



206 Andreas Gathmann

so it is clear that at least the compositionχ◦ i∗ does not depend on the choice of locally free
resolution. The Hirzebruch-Riemann-Roch theorem onX is now precisely the statement
that the outer rectangle in the above diagram is commutative.

As we know already that the right square is commutative, it suffices therefore to show
that the left square is commutative as well (for any choice of locally free resolution as
above), i.e. that

r

∑
k=0

(−1)k ch(Fk) · td(TPr ) = i∗(ch(F) · td(TX)).

As the Todd class is multiplicative on exact sequences by remark 10.4.4 we can rewrite
this using the projection formula as

r

∑
k=0

(−1)k ch(Fk) = i∗
ch(F)

td(NX/Pn)
.

Summarizing our ideas we see that to prove the general Hirzebruch-Riemann-Roch theo-
rem it suffices to prove the following proposition (forY = Pn):

Proposition 10.5.6. Let i : X→ Y be a closed immersion of smooth projective schemes,
and let F be a vector bundle on X. Then there is a locally free resolution

0→ Fr → Fr−1→ ··· → F0→ i∗F → 0

of the coherent sheaf i∗F on Y such that
r

∑
k=0

(−1)k ch(Fk) = i∗
ch(F)

td(NX/Y)

in A∗(Y)⊗Q.

Example 10.5.7.Before we give the general proof let us consider an example where both
sides of the equation can be computed explicitly: letX be a smooth scheme,E a vector
bundle of rankr on X, andY = P(E⊕OX). The embeddingi : X → Y is given byX =
P(0⊕OX) ↪→P(E⊕OX). In other words,X is just “the zero section of a projective bundle”.
The special features of this particular case that we will need are:

(i) There is a projection morphismp : Y→ X such thatp◦ i = id.
(ii) X is the zero locus of a section of a vector bundle onY: consider the exact se-

quence
0→ S→ p∗(E⊕OX)→Q→ 0 (∗)

on Y, whereS is the tautological subbundle of construction 10.1.5. The vector
bundleQ (which has rankr) is usually called theuniversal quotient bundle. Note
that we have a global section ofp∗(E⊕OX) by taking the point(0,1) in every
fiber (i.e. 0 in the fiber ofE and 1 in the fiber ofOX). By definition of S the
induced sections∈ Γ(Q) vanishes precisely onP(0⊕OX) = X.

(iii) Restricting(∗) to X (i.e. pulling the sequence back byi) we get the exact sequence

0→ i∗S→ E⊕OX → i∗Q→ 0 (∗)

on X. Note that the first morphism is given byλ 7→ (0,λ) by construction, so we
conclude thati∗Q = E.

(iv) As X is given inY as the zero locus of a section ofQ, we see from example 10.1.6
that the normal bundle ofX in Y is justNX/Y = i∗Q = E.

Let us now check proposition 10.5.6 in this case. Note thataway from the zero locus of s
there is an exact sequence

0→ OY
·s→Q

∧s→ Λ2Q
∧s→ Λ3Q→ ··· → Λr−1Q

∧s→ ΛrQ→ 0
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of vector bundles (which follows from the corresponding statement for vector spaces).
Dualizing and tensoring this sequence withp∗F we get the exact sequence

0→ p∗F⊗ΛrQ∨→ p∗F⊗Λr−1Q∨→ ··· → p∗F⊗Q∨→ p∗F → 0

again onY\Z(s) = Y\X. Let us try to extend this exact sequence to all ofY. Note that the
last morphismp∗F⊗Q∨→ p∗F is just induced by the evaluation morphisms : Q∨→ OY,
so its cokernel is precisely the sheaf(p∗F)|Z(s) = i∗F . One can show that the other stages
of the sequence remain indeed exact (see [F] B.3.4), so we get a locally free resolution

0→ p∗F⊗ΛrQ∨→ p∗F⊗Λr−1Q∨→ ··· → p∗F⊗Q∨→ p∗F → i∗F → 0

onY. (This resolution is called theKoszul complex.) So what we have to check is that

r

∑
k=0

(−1)k ch(p∗F⊗ΛkQ∨) = i∗
ch(F)

td(i∗Q)
.

But note that

i∗
ch(F)

td(i∗Q)
=

ch(p∗F)
td(Q)

· i∗[X] =
ch(p∗F)cr(Q)

td(Q)

by the projection formula and proposition 10.3.12. So by the additivity of Chern characters
it suffices to prove that

r

∑
k=0

(−1)k ch(ΛkQ∨) =
cr(Q)
td(Q)

.

But this is easily done: ifα1, . . . ,αr are the Chern roots ofQ then the left hand side is

r

∑
k=0

(−1)k ∑
i1<···<ik

exp(−αi1−·· ·−αik) =
r

∏
i=1

(1−exp(−αi)) = α1 · · ·αr ·
r

∏
i=1

1−exp(−αi)
αi

,

which equals the right hand side. It is in fact this formal identity that explains the appear-
ance of Todd classes in the Hirzebruch-Riemann-Roch theorem.

Using the computation of this special example we can now give the general proof of the
Hirzebruch-Riemann-Roch theorem.

Proof. (of proposition 10.5.6) We want to reduce the proof to the special case considered
in example 10.5.7.

Let i : X→Y be any inclusion morphism of smooth projective varieties. We denote by
M be the blow-up ofY×P1 in X×{0}. The smooth projective schemeM comes together
with a projection morphismq : M→ P1. Its fibersq−1(P) for P 6= 0 are all isomorphic to
Y. The fiberq−1(0) however is reducible with two smooth components: one of them (the
exceptional hypersurface of the blow-up) is the projectivized normal bundle ofX×{0} in
Y×P1 by example 10.1.6, and the other one is simply the blow-upỸ of Y in X. We are
particularly interested in the first component. As the normal bundle ofX×{0} in Y×P1 is
NX/Y⊕OX this component is just the projective bundleP := P(NX/Y⊕OX) onX. Note that
there is an inclusion of the spaceX×P1 in M that corresponds to the given inclusionX⊂Y
in the fibersq−1(P) for P 6= 0, and to the “zero section inclusion”X ⊂ P(NX/Y⊕OX) = P
as in example 10.5.7 in the fiberq−1(0). The following picture illustrates the geometric
situation.
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The idea of the proof is now simply the following: we have to prove an equality in the Chow
groups, i.e. modulo rational equivalence. The fibersq−1(0) and q−1(∞) are rationally
equivalent as they are the zero resp. pole locus of a rational function on the baseP1, so they
are effectively “the same” for intersection-theoretic purposes. But example 10.5.7 shows
that the proposition is true in the fiberq−1(0), so it should be true in the fiberq−1(∞) as
well.

To be more precise, letF be a sheaf onX as in the proposition. Denote bypX : X×P1→
X the projection, and byiX : X×P1→M the inclusion discussed above. TheniX∗p∗XF is
a coherent sheaf onM that can be thought of as “the sheafF on X in every fiber ofq”. By
lemma 10.5.3 we can choose a locally free resolution

0→ Fr → Fr−1→ ··· → F0→ iX∗p
∗
XF → 0 (1)

onM.

Note that the divisor[0]− [∞] onP1 is equivalent to zero by example 9.1.9. So it follows
that

r

∑
k=0

(−1)k ch(Fi) ·q∗([0]− [∞]) = 0

in A∗(M)⊗Q. Now by definition of the pull-back we haveq∗[0] = [Ỹ]+[P] andq∗[∞] = [Y],
so we get the equality

r

∑
k=0

(−1)k ch(Fi |Ỹ) · [Ỹ]+
r

∑
k=0

(−1)k ch(Fi |P) · [P] =
r

∑
k=0

(−1)k ch(Fi |Y) · [Y] (2)

in A∗(M)⊗Q. But note that the restriction tõY of the sheafiX∗p∗XF in (1) is the zero sheaf
asX×P1∩Ỹ = /0 in M. So the sequence

0→ Fr |Ỹ→ ··· → F1|Ỹ→ F0|Ỹ→ 0

is exact, which means that the first sum in(2) vanishes. The second sum in(2) is precisely
ch(F)

td(NX/Y) · [X] by example 10.5.7. So we conclude that

r

∑
k=0

(−1)k ch(Fi |Y) · [Y] =
ch(F)

td(NX/Y)
· [X]

in A∗(M)⊗Q. Pushing this relation forward by the (proper) projection morphism fromM
to Y then gives the desired equation. �

This completes the proof of the Hirzebruch-Riemann-Roch theorem 10.4.5.
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Remark10.5.8. Combining proposition 10.5.6 with remark 10.5.5 we see that we have just
proven the following statement: letf : X→Y be a closed immersion of smooth projective
schemes, and letF be a coherent sheaf onX. Then there is a locally free resolution

0→ Fr → Fr−1→ ··· → F0→ f∗F → 0

of the coherent sheaff∗F onY such that
r

∑
k=0

(−1)k ch(Fk) · td(TY) = f∗(ch(F) · td(TX)) ∈ A∗(Y)⊗Q.

This is often written as

ch( f∗F) · td(TY) = f∗(ch(F) · td(TX)).

In other words, “the push-forwardf∗ commutes with the operatorτ of example 10.5.2
(iii)”.

It is the statement of theGrothendieck-Riemann-Roch theoremthat this relation is
actually true forany propermorphism f of smooth projective schemes (and not just for
closed immersions). See [F] section 15 for details on how to prove this.

The Grothendieck-Riemann-Roch theorem is probably one of the most general Rie-
mann-Roch type theorems that one can prove. The only further generalization one could
think of is to singular schemes. There are some such generalizations to mildly singular
schemes; see [F] section 18 for details.

10.6. Exercises.

Exercise 10.6.1.Let X = P1, and forn∈ Z let Fn be the projective bundleFn = P(OX⊕
OX(n)). Let p : Fn→X be the projection morphism. The surfacesFn are calledHirzebruch
surfaces.

(i) Show thatF0
∼= P1×P1, andFn

∼= F−n for all n.
(ii) Show that all fibersp−1(P) ⊂ Fn for P∈ X are rationally equivalent as 1-cycles

onFn. Denote this cycle byD ∈ A1(Fn).
(iii) Now let n≥ 0. Show that the global section(1,xn

0) of OX ⊕OX(n) (wherex0,
x1 are the homogeneous coordinates ofX) determines a morphisms : X → Fn.
Denote byC∈ A1(Fn) the class of the image curves(X).

(iv) Again for n≥ 0, show thatA0(Fn) ∼= Z andA1(Fn) = Z · [C]⊕Z · [D]. Compute
the intersection productsC2, D2, andC ·D, arriving at a B́ezout style theorem for
the surfacesFn.

Exercise 10.6.2.Let F andF ′ be two rank-2 vector bundles on a schemeX. Compute the
Chern classes ofF⊗F ′ in terms of the Chern classes ofF andF ′.

Exercise 10.6.3.Let F be a vector bundle of rankr on a schemeX, and letp : P(F)→ X
be the projection. Prove that

Dr
F +Dr−1

F · p∗c1(F)+ · · ·+ p∗cr(F) = 0,

whereDF is the Cartier divisor associated to the line bundleOP(F)(1).

Exercise 10.6.4.Let X ⊂ P4 be the intersection of two general quadric hypersurfaces.

(i) Show that one expects a finite number of lines inX.
(ii) If there is a finite number of lines inX, show that this number is 16 (as usual

counted with multiplicities (which one expects to be 1 for generalX)).

Exercise 10.6.5.A circle in the planeP2
C is defined to be a conic passing through the two

points(1 :±i : 0).
Why is this called a circle?

How many circles are there in the plane that are tangent to
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(i) three circles
(ii) two circles and a line

(iii) one circle and two lines
(iv) three lines

in general position? (Watch out for possible non-enumerative contributions in the intersec-
tion products you consider.)

If you are interested, try to find out the answer to the above questions overR (and the
“usual” definition of a circle).

Exercise 10.6.6.Let X ⊂ P4 be a smooth quintic hypersurface, i.e. the zero locus of a
homogeneous polynomial of degree 5.

(i) Show that one expects a finite number of lines inX, and that this expected number
is then 2875.

(ii) Show that the number of lines on the special quinticX = {x5
0 + · · ·+ x5

4 = 0} is
notfinite. This illustrates the fact that the intersection-theoretic computations will
only yield virtual numbers in general. (In fact one can show that the number of
lines on ageneralquintic hypersurface inP4 is finite and that the computation of
(i) then yields the correct answer.)

Exercise 10.6.7.Let X = P1×P1. Compute the numberK2
X + c2(TX) directly and check

that it is divisible by 12 (see example 10.4.8).

Exercise 10.6.8.Let X andY be isomorphic smooth projective varieties. Use the Hirze-
bruch-Riemann-Roch theorem 10.4.5 to prove that the constant coefficients of the Hilbert
polynomials ofX andY agree, whereas the non-constant coefficients will in general be
different.
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Note: This is a very extensive list of literature of varying usefulness. Here is a short
recommendation which of the references you might want to use for what:

• For a general reference on the commutative algebra background, see [AM].
• For commutative algebra problems involving computational aspects, see [GP].
• For motivational aspects, examples, and a generally “fairy-tale” style introduc-

tion to theclassical theoryof algebraic geometry (no schemes) without much
theoretical background, see [Ha], or maybe [S1] and [S2].
• For motivations and examples concerning scheme theory, see [EH], or maybe

[S1] and [S3].
• For a good book that develops the theory, but largely lacks motivations and ex-

amples (especially in chapters II and III), see [H]. You should not try to read the
“hard-core” parts of this book without some motivational background.
• For intersection theory and Chern classes the best reference is [F].
• For the ultimate reference (“if it is not proven there, it must be wrong”), see

[EGA]. Warning: this is unreadable if you do not have a decent background in
algebraic geometry yet, and it is close to being unreadable even if you do.
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