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Problem Statement

Figure 1: Construct a knowledge graph from unstructured text [1]

Existing Methods

Supervised Models:
•Learn classifiers from +/- examples, typical features: context words +
POS, dependency path between entities, named entity tags

Semi-supervised Models:
•Bootstrap Algorithms: Use seed examples to learn initial set of
relations utilizing pattern recognition

•Generate +ve/-ve examples to learn a classifier
Distant Supervision:
•Existing knowledge base + unlabeled text generate examples
•Generate +ve/-ve examples to learn a classifier

Approach

•Linear sum of input vectors are
projected onto the projection
layer

•The projection matrix from the
projection layer to the hidden
layer give the word vector
embeddings [5]

•Word that occur in similar
context lie close together in the
word embedding space[6]

•Word Vectors is semantically
consistent and capture many
linguistic properties

Figure 2: CBOW Model[5]

Figure 3: Semantic Regularities in Word
Embedding[6]

Methodology

Figure 4: Bootstrapping Relations using Distributed Word Vector Embedding

Similarity Metric

•Context Words Approach: Weighted sum of similarity metric between
left, right and middle contexts of two relations respectively

•Tree Kernel based on dependency parse tree
•Semantic Nets (Word Net,etc) based approach

Figure 5: Context Words[3]
Figure 6: Dependency Tree Kernels[4]

Question Answering

Figure 7: Work flow: Question Answering System

Results

Figure 8: Results

Conclusion and Future Work

•Word embeddings are consistent and can be combined with existing
approaches to extract semantic relations

•Regular expressions can be used to form structured queries from
natural language questions

• In future, we will like to scale our system to general domains
• Include a relevant similarity metric for evaluation of learned relations
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