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Word Sense Disambiguation  

The task of automatically assigning a sense to an 

ambiguous word according to the context in which 

it is present. 

 

  “सफाई” 

Sense 1 - "हर वस्तु की सफ़ाई जरूरी है"   

Sense 2 - "हमें सफ़ाई देने की जरुरत नहीीं है" 



Hindi Wordnet  

• A lexical database which 

has semantic relations 

between words 

• For each word, its different 

senses are provided 

• Each sense has a  

• Synset 

• Gloss 

• Semantic Relations 

(Homonymy, Hypernymy)  



Hindi Wordnet 



Mikolov’s Word2Vec Model 

• Vectorizes a word 

using a skip-gram 

model 

• The weights learnt 

form the “features” of 

the word according to 

its surroundings 



Sense Vector Method 

• Word2Vec (skip-gram) model is trained on a POS-tagged 

Hindi corpus 

• For a word to be disambiguated, we create vector 

representations for each sense by averaging over the 

vectors of the relevant words in the gloss 

• A vector representation for the word to be disambiguated 

is created by averaging the vectors of the relevant words 

in its neighbourhood 

• We assign it the sense which has maximum cosine 

similarity with its vector 



Older WSD Approaches 

• Lesk’s Algorithm : We assign that sense to the word which 

has maximum word-overlap 

 

• Unsupervised clustering :  Forming clusters using BOW 

(Bag Of Words) model for each sense of the word 



THANK YOU 
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