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Computer users often download malware to their computer by un-
knowingly visiting a malicious web- page hosting a drive-by download
attack, by clicking on a malicious link included in email, or by insert-
ing a USB thumb drive containing malware into their computer. The
amount of new malware is growing at a staggering rate. Analysts
are able to manually investigate a small number of unknown files,
but the best large-scale defense for detecting malware is automated
malware classification.

Polymorhpic Malware | Bloom Filters | SVM | Disassemblers

Problem Statement

We aim at providing a machine learning approach towards
automated classification of malwares into various fam-

ilies. We plan to use classification methods based on various
algorithms and then choose the one that gives the best result.
Later, we will apply the grouping criteria to new files encoun-
tered on computers in order to detect them as malicious and
of a certain family.

Motivation
In order to evade detection, Malware authors use automated
methods such as Polymorphism, where a program generates a
unique, new instance of a malware family for each victim, to
create new malware. To combat this threat, anti-virus compa-
nies must utilize machine learning methods to automatically
detect new instances of malware. In order to be effective in
analyzing this large amount of data, we need to be able to
group them into groups and identify their respective families.

Dataset
Through its open Malware Classification Challenge on kag-
gle, Microsoft has provided us with an unprecedented mal-
ware dataset to help us in formulating effective techniques for
grouping variants of malware files into their respective fami-
lies.

Challenge
We would like to tackle the challenge of discovering malware
signature by analysing and observing the patterns in the as-
sembly level instructions of various x86 binary malware exe-
cutables captured by the IDA disassembler. The goal of this
challenge is to classify the various given potential malware
binary executables into various classes with some probability
using the various function calls i.e., signatures as features for
classification in the machine learning algorithms.

Methodology
Support Vector Machine (SVM)-The SVM is a widely used su-
pervised learning model with associated learning algorithms
to analyze high dimensional and sparse data and recognize
patterns.The concept of SVM is to classify each data sample

into one of two categories: positive class denoted by +1 and
negative class denoted by 1. It boils down to find a decision
boundary a plane (a hyperplane for n ¿ 3), which divides data
into two sets, one for each class.

Naive Bayes (NB) -A NB classifier employs Bayes theorem
with strong independence assumptions. In this technique, it
is assumed that the features of the files are independent of
each other. The learning algorithm based on Bayes classifier
allows to combine prior knowledge and current measurements.
Parameter estimation for naive Bayes models uses the method
of maximum likelihood.

k-Nearest Neighbors (kNN)-The general idea of the kNN
classifier is to classify a given query sample based on the class
of its nearest neighbors in the dataset. The classification pro-
cess is performed in two phases. In the first phase the nearest
neighbors are determined. The neighbors of a query sample
are selected based on the measured distances. In the second
phase, the class is determined for a query sample based on the
outcomes of the k selected neighbors.

N-Grams Extraction - An n-gram is an n-character slice of
a longer string. To extract n-grams, we use the disassembled
file that contains the contents of a file into a long string of
hexadecimals. The string is then processed into a set of over-
lapping n-grams. In our study, we explore n-grams of several
different lengths.
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