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Abstract
Language understanding is the central problem in natural language process-
ing. Critical to this understanding is accurate representation of sentences.
We use a novel architecture for neural networks dubbed the Dynamic Con-
volutional Neural Network (DCNN) for this semantic modeling of sentences.
This allows us to handle sentences of varying lengths and capture short and
long-range relations. The network is language agnostic as it does not rely
on any parse tree. We use this model on the classic NLP problem of senti-
ment analysis of sentences. We apply this technique to analyze sentiment of
labeled Hindi sentences and compare our results with existing methods.
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Chapter 1

Motivation and related work

To perform the classic NLP tasks of sentiment analysis, paraphrase detec-
tion, summarization etc. it is important to represent the semantic content of
a sentence. We want our feature function to model the sentence in terms of
features extracted from the words and n-grams.

Currently the literature is replete with multiple models of meaning. Meth-
ods based on composition obtain vectors for longer phrases using the co-
occurrence statistics of the vector representations of word meanings. [1] [2].
In other cases, the sentence meaning can be represented by extracted logical
forms [3].

Some of the most popular techniques among them are those based on
neural networks. These include basic neural bag-of-words [4], recursive neural
networks [5], time-delay neural operations [6] etc. These have a number
of advantages. Neural networks are especially good at generating generic
vectors for words and phrases by taking into account their context [7]. We can
then use supervised backpropagation techniques to fine-tune these vectors to
perform specific tasks. The model obtained using these techniques is powerful
enough to generate sentences word by word [8] [9] [6].
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Chapter 2

Background

To understand the introduced neural network model called Dynamic Con-
volution Neural Network, henceforth referred as DCNN, we need to review
related neural sentence models, one-dimensional convolution and pooling op-
eration.

2.1 Convolution
Convolution of two functions is given by the following relation and can be
seen as the area overlap between the two.

(f ∗ g)(t) =
∞∑
−∞

f(τ)g(t− τ)dτ (2.1)

In a neural network the convolutional layer contains feature nodes computed
for sets of consecutive nodes from the previous layer using a weight matrix.
This layer is then fed into a fully-connected layer. This is shown in Figure
2.1.
The features obtained are given by:

Figure 2.1: Convolution Layer [10]
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Figure 2.2: Narrow and wide types of convolution. The filter m has size m
= 5 [7]

�

Figure 2.3: Pooling [10]

cj = m⊤sj−m+1:j (2.2)

Convolution can be of two types depending on the values of s and m in the
above equation. The narrow type of convolution requires that s ≥ m and
yields a sequence c ∈ Rs−m+1 whereas wide convolution does not have such
a restriction and yields a sequence c ∈ Rs+m−1. [7]

2.2 Pooling
To make the network resilient to small transformations in the data and better
generalization, we take the maximum of features over small blocks in the
previous layer. This approach is termed as max-pooling.
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Figure 2.4: A typical CNN [11]

2.3 Convolutional Neural Networks
Convolutional Neural Networks or CNN can be seen as a kind of neural
network that uses many identical copies of the same neuron.It can express
computationally large models with lesser number of parameters. The network
has multiple interleaved convolutional and pooling layers.
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Chapter 3

Approach

3.1 Wide Convolution
We start with randomly initialized word embeddings wi ∈ Rd for every word
in a sentence to create a sentence matrix s ∈ Rd×s. We define a filter m as the
filter of convolution which is multiplied with every m-gram in the sentence s
to obtain the sequence c (Equation 2.2).

Wide convolution ensures that all filter weights reach the entire sentence
especially the marginal words. At the same time, we also get a guarantee
that application of filter m to the input sentence s always produces a valid
non-empty feature vector c [7].

3.2 k-max Dynamic Pooling
Instead of selecting a single feature from the previous layer, k most active
features are selected. This allows us to pool together features that may be
many positions apart while preserving word order. Although the top most
pooling layer’s value is fixed to ktop to guarantee equal length inputs to
the fully connected layers, the value of k is dynamically dependent on the
number of current convolution layer l, total number of convolution layers in
the network L and the sentence length s:

kl = max
(
ktop,

⌈
L− l

L
s

⌉)
(3.1)
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Figure 3.1: A DCNN for the seven word input sentence. Word embeddings
have size d = 4. The network has two convolutional layers with two feature
maps each. The widths of the filters at the two layers are respectively 3 and
2. [7]
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3.3 Non-linear Feature Function
We apply a non-linear activation function g = tanh and a bias b ∈ Rd

component wise to the pooled matrix.

a = g

M

 wj
...

wj+m−1

+ b

 (3.2)

Together with pooling this allows us to achieve position invariance while
allowing us to obtain a range of higher order features [7].

3.4 Multiple Feature Maps
All the above three operations can be applied in parallel and repeatedly
(F i

1, . . . , F
i
n) to obtain to get feature maps of even higher order. Each feature

map F i
j is computed using distinct set of convolution filters arranged in a

matrix mi
j,k with each feature map F i−1

k of lower order as:

F i
j =

n∑
k=1

mi
j,k ∗ F i−1

k (3.3)

where ∗ denotes wide convolution [7].

3.5 Folding
Until now in the description of the network, different rows have remained
independent of each other until the top fully connected layer. We use a
very simple method called folding that allows us to introduce dependence
between these rows, without using any additional parameters [7]. Between a
colvolution layer and a k-max pooling layer, we sum up every two rows in a
feature map component wise [7], thus halving the size of the representation.

3.6 Training
The topmost fully connected layer is followed by a softmax non-linearity that
allows the network to predict the probability distribution over classes given
the input sentence. We train the network to minimize the cross-entropy of
the predicted and true distributions [7]. The parameters learned include
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word embeddings, convolution filter weights and the fully connected layer
weights. We use mini-batch backpropagation and Adagrad [12] update rule
based gradient optimization to train the network.
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Chapter 4

Sentence Model Properties

Here we describe the properties of sentence model induced by DCNN and
the notion of the feature graph.

4.1 Word and n-Gram Order
Any good sentence model should be able to capture two particular important
features from a given sentence – what relevant words (n-grams) are used in
the sentence and where these words (n-grams) occur relative to each other
in an input sentence. DCNN is considerate of both these aspects. Wide
convolution helps recognize specific n-grams that have size less than or equal
to the filter width m [7]. The subsequent pooling operation maintains their
order and relative positions while allowing invariance over absolute positions.

4.2 Induced Feature Graph
The neural network with its weighted connections between different layers,
forms a directed acyclic graph. Edges of its subgraphs reflect the varying
ranges of higher order features – short and focused or global and long as the
input sentence. This structure is internal to the network, defined by the feed-
forward propagation of the input [7]. Moreover this induced graph structure
is more general than a parse tree since it is not limited to syntactically
dictated phrases.
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Figure 4.1: Induced feature graph [7]
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Chapter 5

Results

Using the datasets as explained in the appendix, the accuracies for different
methodologies were as follows:

Experiment Features Accuracy
DCNN CNN with dynamic k-

max pooling
71.5

Word Vector with SVM [13] tf-idf; word vector 89.97
MT Based using SVM [14] tf-idf 65.96
In language using SVM [14] tf-idf 78.14

Examples

• Success

– इस फ म म काजोल का ज र योगदान ह।ै – Positive
– रण कोई नई बात नह ं कहती. – Negative

• Failure

– यह सब कसके दमाग क उपज होती ह?ै – Classified as positive
– यह पःुतक ईसाई धम के अलावा अ य धम के ब के लए उपयोगी
नह ं होगा – Classified as positive

Certain sentences are pretty confusing. Especially when they are of
rhetorical nature. Any neural network model requires a large corpus of
datasets for better modeling and higher accuracies. Since the available la-
beled dataset is quite small in size, we did not get as high accuracies as other
methods like word2vec which can find word embeddings in an unsupervised
fashion and hence can work on a larger dataset.

15



Appendix A

Dataset

We trained and tested our code on datasets taken from [14], [15]:

• Product Review dataset (LTG, IIIT Hyderabad) containing 350 Posi-
tive reviews and 350 Negative reviews.

• Movie Review dataset (CFILT, IIT Bombay) containing 127 Positive
reviews and 125 Negative reviews.

Examples

• Positive : म इस उ पाद से बहुत खशु हूँ यह आराम दायक और सु दर है
यह खर दने लायक ह.ै

• Negative : यह बहुत खराब है और अ य कायबम के साथ काम वाःतव म
बाधक ह.

Preprocessing
Preprocessing involved cleaning the reviews, extracting vocabulary, and rep-
resenting these reviews as vectors of word indices. The extracted vocabulary
consists of 4620 words. We initialize our word embeddings with random val-
ues. To handle varying sentence length, we pad the shorter sentences with
null character so that it gets easier to input matrices into the network by
converting them to equal length sentences. The network still has information
about the actual length of the sentences.
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