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Abstract. Sentiment Analysis is a widely addressed Natural Language
Processing task wherein the semantic orientation of a text unit is ad-
judged. However, a major challenge in Sentiment Analysis is the identi-
fication of entities towards which the opinion is expressed. Aspect based
Sentiment Analysis is a two-fold SemEval 2015 task constrained to re-
views of two domains: Restaurants and Laptops. The first part involves
the extraction of the aspect term from a sentence and secondly the polar-
ity of the opinion corresponding to that aspect is adjudged. We adopted
an approach based on Probabilistic Graphical Models(PGMs). A linear-
chain CRF is trained with features based on word vectors and text pro-
cessing techniques(POS, dependency parse) to sequentially label the as-
pect term in a sentence. A Maximum Entropy classifier then identifies
the polarity corresponding to the aspect, with features based on cosine
similarity with words from sentiwordnet.

Keywords: Natural Language Processing, Sentiment Analysis, Proba-
bilistic Graphical Models

1 Motivation

Sentiment analysis refers to identification and extraction of subjective impres-
sions from text sources. It aims to determine the attitude of a person with respect
to something in particular or the overall contextual polarity of a document. In
general, a binary composition of opinions is assumed: for/against, like/dislike,
good/bad etc. However, an opinion may also be categorized into a neutral sen-
timent.

Sentiment analysis finds its application in various disciplines; in Information
Extraction, it is used to discard subjective information, in Question-Answering,
it identifies opinion-oriented questions; in news sources, detecting if there is bias
expressed by the author.

1.1 Related Work

Various approaches have been adopted to identify aspects from sentences. Bing
Lui et al. used frequency of noun phrases, followed by a redundancy pruning



to identity the feature corresponding to a review[6].Yejin Choi et al. performed
semantic tagging using conditional random fields with features based on Capi-
talization, syntactic chunking to extract sources of opinions from texts[3].

This task was also part of SemEval 2014[1] and the submissions report showcases
the use of a variety of approaches[12]. The best performing one uses a Condi-
tional Random Field with features extracted using named entity recognition,
POS tagging and parsing.

We try to augment this approach by using features not only based upon text
processing techniques, but also on vector embeddings of words and sentences.
The motivation behind this being that the number of candidate aspect words
of either the laptop or restaurant domain is rather restrictive, and lie close to
each other on the space of all word vectors, owing to similarity in meaning and
frequent contextual usage. The task of polarity detection was addressed using
various classification techniques like Random Forest classifier, Naive Bayes, SVM
etc. We adopted a Maximum Entropy model so that we can perform efficient
feature engineering which detects polarity with respect to the aspect term.

2 Problem Statement

2.1 Dataset

The data set provided by SemEval is a subset of Ganu et at(2009)[4]. It is in
the XML format, and has separate files for Laptop and Restaurant reviews.
The training data contains about 500 reviews for each domains, which is 1386
sentences for Restaurants and 1403 sentences for Laptops. The image attached
below shows a part the XML file of the Restaurant data.

Fig. 1: Snipptet of the Restaurant dataset XML file



For reach sentence, we have a target attribute which lists the aspect term,
and a corresponding polarity attribute. The distribution of positive, neagtive
and neutral sentiments in both the dataset is provided below:

Domain Positive Negative Neutral

Laptop 1104 765 106

Restaurant 1198 408 53

2.2 What is an aspect?

An aspect is an explicit reference of an entity about which an opinion is expressed
in a given sentence. The opinion can be positive, negative or even neutral. A few
examples of aspects with respect to the laptop and restaurant domains are as
follows:

The food of restaurant is amazing.
Aspect : food Polarity: Positive

The laptop has an awfully low screen resolution.
Aspect : Screen resolution Polarity: Negative.

A sentence can have multiple aspects, and and semantic orientation of the opin-
ion expressed with respect to each aspect may or may not be same.

The pizza was delivered cold and the cheese wasn’t even fully melted!
Aspect: pizza, Polarity: Negative
Aspect: cheese, Polarity: Negative

2.3 Aspect term Extraction

The first sub-task requires us to identity the aspect terms in a sentence. There
can be multi-word aspects as well as multiple aspects, and every aspect given a
sentence needs to extracted. It is also possible that the sentence does not contain
any aspect term.

2.4 Polarity Detection

With respect to the aspect term identified above, the polarity of the opinion ex-
pressed is now calculated. The polarity of textual unit containing one aspect can
either be positive, negative or neutral.In case of no aspect term in the sentence,
the overall polarity of the sentence is adjudged.



3 Methodology

3.1 Pre-processing

A word2vec[13] model with skip-gram modeling is trained on 11.7 GB dump of
English Wikipedia Corpus to obtain word vector representations each of dimen-
sional 100. The training data provided by SemEval in the XML file is parsed
and punctuations are removed from the sentences(excluding ” and -). Stanford
coreNLP[5] library is then used for Parts of Speech tagging, word tokenising,
porter-stemming[9] and constructing dependency parse of sentences[8]. We also
shortlisted the 20 most occuring aspect terms for laptops and restaurants indi-
vidually and computed the word vectors centroids of both of the lists, dubbed
as domain centroid. For words missing in the word2vec model, we use the word
vector of its lemma as its vector.

3.2 Apsect Term Detection

Conditional Random Fields(or CRFs)[7] are a type of discriminative undirected
probabilistic graphical model(PGM) used to encode known relationships be-
tween observations and construct consistent interpretations and is majorly used
for sequential labellings of entities. A linear chain CRF puts constraints on the
relationships between entities such that each entity is only linked to its immedi-
ate preceding and succeeding entity thereby forming a linear chain.

The formula below defines the linear-chain CRF: y = {y, t}Tt=1, x = {x, t}Tt=1

are label sequence and observation sequence respectively, and there are K ar-
bitrary feature functions {fk}1≤k≤K and the corresponding weight parameters
{θk}1≤k≤K .

P (y | x) =
1

Z(x)
exp(

T∑
t=1

K∑
k=1

θkfk(yt, yt−1, x, t))

Z(x) is a normalizing factor over all classes to ensure that it is a probability
function. Below is a schematic for a linear chain CRF which shows the acces-
sible relationships between the tokens as well as the independent features of a
token.



Fig 2: A Linear-chain Conditional Random Field
(Source: Created using MS Word)

3.2.1 Features
In a CRF, one can use as many features he intends, but an increment in the
number of features increases the computational cost of the operation. So, we
restricted ourselves to 5 features for the CRF. We tested the CRF for a lot of
combination of features, some inspired from semEval submission [12] whereas
the others based on our own intuition. Below is the list of all the features we
used for our CRF

1. Dependent on an opinion word(from Dependency parse tree)
2. Part of Speech tag of the word
3. Cosine Similarity with the Domain Centroid
4. N-gram words(uni-gram was used)
5. Capitalization or Hyphenization in the word
6. Position of the word
7. Is the word a Named Entity?
8. Cosine Similarity with the nearest opinion word

The first five features turned out to give the best result, and the results cor-
responds to the CRF training on these. Also, in the first feature, we categorize
a word as an opinion word if its polarity from SentiWordNet[2](positive or neg-
ative) is above a certain user-defined threshold(we used 0.6 as that threshold).
.

3.3 Polarity Detection

A Maximum Entropy model[10] defines the conditional distribution of the class
(y) given an observation vector x where θk is a weight parameter to be estimated
for the corresponding feature function fk

P (y | x) =
1

Z(x)
exp(

K∑
k=1

θkfk(y, x))



Z(x) is a normalizing factor over all classes to ensure that it is a probability
function.

3.3.1 Features
The features selected to train the MaxEnt model were purely based on intu-
ition, and are all dependent on the aspect term extracted in the first part about
which the sentiment polarity is being calculated. Features we trained our Max-
Ent model on:

1. Nearest Adjective and its polarity(from sentiwordnet)
2. Aspect term dependent on an opinion word(from Dependency parse tree)?
3. Minimum Cosine similarity between the adjective and words from sentiword-

net.

The third feature makes up for the fact that if the adjective is not listed in the
sentiwordnet list, we obtain the polarity from the polarity of the word nearest
to it.

4 Results

The trained CRF and maxEnt models are tested on test data provided by Se-
mEval. The test data XML file contains 787 sentences for restaurants and 865
sentences for laptops , each tagged with one or more aspect terms and the cor-
responding polarity. Following tables sums up the results obtained in both the
sub-tasks in both the domains.

Domain Precision Recall Accuracy F1 Score

Laptop 0.5254 0.6823 0.9132 0.5936

Restaurant 0.5769 0.7443 0.9429 0.6522

Table 1: Sub-Task 1: Aspect Term Detection

Polarity Domain Precision Recall Accuracy F1 Score

Positive
Laptop 0.8363 0.8255 0.7832 0.7941

Restaurant 0.8796 0.7542 0.7656 0.8120

Negative
Laptop 0.2891 0.2738 0.7888 0.0.2812

Restaurant 0.2029 0.2031 0.7686 0.2029

Table 2: Sub-Task 2: Polarity Detection

Restaurant Original

Predicted
Positive Negative

465 160
341 8214

Table 3: Confusion Matrix for Aspect Term Detection(Restaurant)



Laptop Original

Predicted
Positive Negative

319 147
289 6813

Table 4: Confusion Matrix for Aspect Term Detection(Laptop)

Restaurant Original

Predicted
Positive Negative

402 131
55 216

Table 5: Confusion Matrix for Polarity Detection(Restaurant)

Laptop Original

Predicted
Positive Negative

455 96
89 236

Table 6: Confusion Matrix for Polarity Detection(Laptop)

SemEval provided us a baseline algorithm which was an SVM with a Linear Ker-
nel [11] in the guidelines. Evaluation scores of the baseline algorithm is tabulated
below:

Domain Task Score

Laptop
Aspect Term Detection F1: 0.3858

Polarity Detection Accuracy:0.7647

Restaurant
Aspect Term Detection F1: 0.4868

Polarity Detection Accuracy:0.7174

Table 7: Result with baseline algorithm(provided by Semeval)

Following is a graph depicting the variation of F-1 scores with the different
features taken for CRF for Restaurant domain, thus establishing that Cosine
Similarity with the Domain Centroid and is perhaps the most important fea-
tures. Also, the capitalization and hyphenization feature does not seem to bring
about a marked increase in the F1 score.
The schema for the x-axis label is:

Wi: With only feature i.
Wi’: Without feature i.
W: Using all the 5 features.



Fig. 2: Features vs the corresponding F1 scores for Sub-task 1(restaurant)

5 Conclusion

Using the proposed model, we get an F1 score of 0.5936 and 0.6522 for the
Laptop and Restaurant domains respectively for the first sub-task. This is a
significant improvement over the baseline scores provided, but is still far behind
the best submission to SemEval 2014 where they achieved an F1 score of 0.7451
and 0.8401 for laptops and restaurants respectively. In the second task, the ac-
curacy we obtained is 0.7832 and 0.7656 for the Laptop and Restaurant domain
respectively. This is comparable to the baseline result, and it shows that the
features we handpicked for the task are not good enough, and there is a con-
siderable room for improvement in this terrain. A likely reason for this is that
the proportion of positive and negative sentiment is the training data is highly
skewed, and thus the prior distribution learnt by the CRF is skewed as well. The
best result for the second sub-task in SemEval 2014 was achieved using an SVM
with features based on parse trees, named entity recognition and POS tags.

5.1 Future Work

There is a lot of room for improvements to the approach. The features need to
be fine-tuned so as to account for the missing links. Features based on punctua-
tions(like exclamation marks(!)) can be useful in this task, also our model fails



to adjudge the polarity in cases like ” The food is not delicious”(no feature on
negation words). These cases need to handled well by improving the features.
Moreover, we used just one feature based on word2vec(which significantly en-
hanced the result),so properties of word vector representations can be exploited
to give better features.
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6 Source Code

The source code of the work is available at the following link:
http://goo.gl/qdTRhf
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