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Introduction

With the rise of digital content distribution, we have access to a huge music collection. With millions of songs to choose from, we sometimes feel overwhelmed. Thus, an efficient music recommender system is necessary in the interest of both music service providers and customers. Our study is based on Million Song Dataset Challenge in Kaggle. Our music recommender system is large-scale and personalized. We learn from users' listening history and features of songs and predict songs that a user would like to listen to.

Dataset

We are mainly using 2 datasets.

1. Data A: Dataset provided by Kaggle: users ID, songs ID and triplets (user,song,count) • 1,200,000 users, more than 380,000 songs and 48 million triplets gathered from users’ listening histories in total • We only work on 10,000 users’ listening history. • We create a Matrix M from the triplets.

2. Data B: Feature files extracted by ourselves from meta data of song from the website of labrosa.ee.columbia.edu/millionsong/ • 280 GB of meta data • Each song is represented by a feature vector of 10 components including year, duration, loudness, artist, danceability, etc. • Due to memory limitations, we only get features of 10,000 songs(3 GB)

Popularity based Model

- Idea
1. Sort songs by popularity in a decreasing order
2. For each user, recommend the songs in order of popularity except those already in the user’s profile

- Idea
Simple, easy, popular songs are listened widely.
Not personalized
Some songs will never be listened

mAP > 2.0138 %

Collaborative based Model

- Idea
• Songs that are often listened by the same user tend to be similar and are more likely to be listened together in future by some other user.

- Idea
Users who listen to the same songs in the past tend to have similar interests and will probably listen to the same songs in future.

- Idea
Users and songs characterized by latent factors.

mAP = 3.18 %

Evaluation Metric

Mean average precision(mAP)
• Proportion of correct recommendations with more weight to top ones
• Precision is much more important than recall because false positives can lead to a poor user experience

1. Precision at k: proportion of correct recommendations within the top – k of the predicted ranking:
   \[ P_k(u, y) = \frac{1}{k} \sum_{i=1}^{k} M_{u,i}(y), \forall k \leq t \]
   For each user, the average precision at each recall point:
   \[ AP(u, y) = \frac{1}{t} \sum_{k=1}^{t} P_k(u, y), M_{u,k}(k) \]
   3. Mean average precision: mAP = \[ \frac{1}{n} \sum_{i=1}^{n} AP(u, y_i) \]

SVD Model

- Idea
• Listening histories are influenced by a set of factors specific to the domain (e.g. Genre, artist…)
• Users and songs characterized by latent factors

Decomposes M into a latent feature space that relates users to songs:
\[ M = U \cdot V \]
where M is p x m, U is p x r, V is m x k and V \in R^m
U is the user factor while V represents song factors
For each user, a personalized recommendation is given by ranking the following item for each song:
\[ W_i = U^T \cdot V \]

mAP = -3.18 %

KNN Model

- Idea
• From data B, we create a feature space of songs (features are normalized)
• In this space, we find the k nearest neighbors for each song by calculating their Euclidean Distance
• Look at each user's profile and suggest songs which are their neighbors

mAP = -0.6867 % for k = 50

Future work

- Run the algorithms on a distributed system, like Hadoop or Condor, to parallelize the computation, decrease the runtime and leverage distributed memory to run the complete MSD
- Combine different methods and learn the weightage for each method according to the dataset
- Automatically generate relevant features
- Develop more recommendation algorithms based on different data (e.g. the how the user is feeling, social recommendation, etc)

Results

Winner Fabio Aoli got mAP of 0.1791 for the top 500 songs

Conclusion

Building a recommender system is not a trivial task. The fact that it’s large scale dataset makes it difficult in many aspects.

1. Recommending 500 “right” songs out of 380 million songs for different users is not easy to get a high precision. That’s why we didn’t get any result better than 10 %. Even the Kaggle winner has only got 17 %.
2. The meta data includes huge information and when exploring it, it is difficult to extract relevant features for song.
3. Processing such a huge dataset is memory and CPU intensive.
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