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Abstract

We are using ‘Bag of Words’ model, in which each word is assumed to be independent and the order of its occurrence is not important. Each word corresponds to a dimension in resulting data space. Each document can then be represented by a vector consisting of non-negative values in each dimension. In preprocessing phase, we first tokenize the document, then we remove all the stop words and then stemmer operates in this set of tokens. After this, we take all the unique tokens left and take a set of high frequency tokens from them, over which a document is converted into vector. We then find the TF-IDF matrix of the set of documents. This matrix is feed into K-means clusterer which returns a cluster value assigned to each document. We also need to mention a similarity measure on the basis of which distance between two documents is computed required during clustering.

The quality of clustering is usually measured in terms of:

- Purity:
  \[ P(C) = \frac{1}{|C|} \sum_{c \in C} \frac{|C|}{|C_c|} \]

- Entropy:
  \[ E(C) = -\frac{1}{|C|} \sum_{c \in C} \frac{|C|}{|C_c|} \log \left( \frac{|C|}{|C_c|} \right) \]

Methodology

We did clustering for various English and Hindi datasets using various similarity measures. The quality of clustering depends on the similarity measure chosen, the clustering algorithm used and the construction of the tf/idf matrix. There is no similarity measure which gave best results on every data set but in general, Euclidean distance performed poorly whereas cosine and jaccard distances did fairly well on most datasets. We also observed that there is a difference between the performance of these measures in Hindi and English. For Hindi, euclidean gave better results compared to English datasets whereas cosine performed relatively poorly.

Future Improvements

These results can be improved upon by looking into more efficient preprocessing of the document by using other methods of dimensionality reduction and a better corpus for stop words. For Hindi, the stemmer results can be improved by using a practically obtained set of prefixes and suffixes. We inferred that Manhattan and Chebyshev distances gave comparable results to more popular metrics. Therefore, new distance metrics can be explored and experimented with by introducing certain heuristics while computing these distances.
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Similarity Measures

The various similarity measures used during clustering are:

- Cosine Similarity: It is a measure of similarity between two vectors of an inner product space that measures the cosine of the angle between them. Given two documents the Cosine similarity is defined as
  \[ \text{SIM}(\mathbf{X}, \mathbf{Y}) = \frac{\mathbf{X} \cdot \mathbf{Y}}{\|\mathbf{X}\| \|\mathbf{Y}\|} \]

- Jaccard coefficient: It measures similarity between finite sample sets, and is defined as the size of the intersection divided by the size of the union of the sample sets. Given two documents the Jaccard Coefficient is defined as
  \[ \text{SIM}(\mathbf{X}, \mathbf{Y}) = \frac{|\mathbf{X} \cap \mathbf{Y}|}{|\mathbf{X} \cup \mathbf{Y}|} \]

- Pearson Correlation coefficient: It is a measure of the linear correlation (dependence) between two variables X and Y giving a value between +1 and -1 inclusive, where 1 is total positive correlation, 0 is no correlation, and -1 is total negative correlation. Given two documents the Pearson Correlation Coefficient is defined as
  \[ \text{SIM}(\mathbf{X}, \mathbf{Y}) = \frac{\sum_{i=1}^{n}(x_i - \mu_X)(y_i - \mu_Y)}{\sqrt{\sum_{i=1}^{n}(x_i - \mu_X)^2 \sum_{i=1}^{n}(y_i - \mu_Y)^2}} \]

- Manhattan Distance: It is the distance that would be traveled to get from one data point to the other if a grid-like path is followed. The Manhattan distance between two items is the sum of the differences of their corresponding components. Given two documents, the Manhattan Distance between them is defined as
  \[ \text{SIM}(\mathbf{X}, \mathbf{Y}) = \sum_{i=1}^{n}|x_i - y_i| \]

- Chebyshev distance: It is defined as the maximum distance between the points in any single Dimension. Given two documents the Chebyshev Distance is defined as
  \[ \text{SIM}(\mathbf{X}, \mathbf{Y}) = \max_{i=1}^{n}|x_i - y_i| \]

- Euclidean Distance: Given two documents the Euclidean Distance is defined as
  \[ \text{SIM}(\mathbf{X}, \mathbf{Y}) = \left( \sum_{i=1}^{n}(x_i - y_i)^2 \right)^{1/2} \]