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Motivation

• Active research field

• Outperformed state-of-the-art methods

• Discovers recursive structure of natural scene images.

• Method not limited to images only

Recursive Neural Network

Related Work

• Parsing Natural Scenes and Natural Language with RNN
- Richard Socher, Andrew Y. Ng, Christopher D. Manning, Cliff Chiung-Yu        

Lin[2011]

• Decomposing a Scene into Geometric and Semantically 
Consistent Regions 
- Gould, S., Fulton, R., and Koller, D. [2009]

• Reducing the dimensionality of data with neural networks
- Hinton, G. E. and Salakhutdinov, R. R.[2006]
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• Overview

• Image Segmentation
- Using Mean Shift Algorithm

• Extract Features for each segment  “From [3]”    

- Color Histogram
- Shape Features 
- Area
- Texton map

Neural 
Network

Input
Vectors Score

Parent (p)

• Algorithm for Parsing Images

c1

p = sigmoid( W c2 + b ) “From [1]”

here p is the parent vector and c1 and c2 are the input vectors

Score = ( Wt )score p “From [1]”

where wt is the parameter matrix

Results

Image from Source[3]

• Oversegmentation
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Dataset and source code:
[1]nlp.stanford.edu/~socherr/cppFeatures.tar.bz2
[2]http://www.socher.org/index.php/Main/ParsingNaturalScenesAndNatural
LanguageWithRecursiveNeuralNetworks

• Architecture

• Training

• Max Margin Principle
J = ∑ s(xi , yj) – max ( s(xi , y) + ∆(y , yi) “From 

[1]”

here s(xi , yj ) is the score for the correct parse yi and ∆ is the loss 
function

• Back propagation through Structure 

• Parsed images

Test Image
(Faculty Building) 

Segmented Image 

Accuracy: i.70%  ii.45%   iii.50%

nlp.stanford.edu/~socherr/cppFeatures.tar.bz2
http://www.socher.org/index.php/Main/ParsingNaturalScenesAndNaturalLanguageWithRecursiveNeuralNetworks

