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Noisy channel model 

Given ill-formed text T and standard form S, find argmax P(S|T) via 

argmax P(T|S)P(S), where P(S) = language model and P(T|S) =error 

model [Toutanova and Moore, 2002, Choudhury et al., 2007,Cook and 

Stevenson, 2009] 
 

Phrasal statistical machine translation  

SMT: original text = source language; normalised form = target 

language 

[Aw et al., 2006, Kaufmann and Kalita, 2010] 
 

Miscellaneous 

Automatic Speech Recognition [Kobus et al., 2008],  

Hybrid models[Beaufort et al., 2010] 
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Normalization of SMS Text 

hav bin reali happy since tlkin 2 u dnt no y tho 

Have been really happy since talking to you Dont  know why  though 

Problem Introduction:  
•Real-time, short, massive in volume 
•Noisy 
•Similar to chat text as in facebook, twitter 
 

Why is it Important? 

1. Text to Speech Conversion 

2. Language Translation 

Types of ill-formed words: 
1. Typos (e.g. luv ) 

2. ad hoc abbreviations (e.g. ppl, u) 

3. Phonetic substitutions (e.g. 2morrow,10q), etc. 
 

OUR APPROACH 

• Separate OOV(Out Of Vocabulary) words using PyEnchant library . 
• Confusion Set Generation. 
• Detection of ill-formed words. 
• Candidate Selection 
           
 Confusion Set Generation: 
• Used Double Metaphone Algorithm(Phonemic Matching). 
• Used difflib python module(Lexical Matching). 

Detection of ill-formed words: 
• Dependency parsing of text messages. 
• Classify using SVM classifier. 
 
 
 

He love to tlk abt ur styl 

He love to talk about your style 

Candidate Selection: 
Exploit lexical edit distance, phonemic edit distance, prefix substring, suffix 
substring, and the longest common subsequence (LCS) to capture 
morphophonemic similarity. 
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