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Abstract—This paper proposes the first Side-Channel Analysis
(SCA) attack with full key recovery on SNOW-V, a 5G mo-
bile communication standardization candidate. Our preliminary
analysis examines the SNOW-V architecture, revealing that the
Linear Feedback Shift Register (LFSR) is the most susceptible
point of attack. We then performed a Test Vector Leakage
Assessment (TVLA) and Known-Key Correlation (KKC) to
identify the leakage point. Subsequently, Correlational Power
Analysis (CPA) attack is utilized to recover one key byte at a time.
The correct secret key is then uniquely identified using Linear
Discriminant Analysis (LDA). Additionally, we demonstrate how
an incremental attack can be performed to recover all key
bytes of SNOW-V. Finally, we integrated a Boolean masking
countermeasure to secure SNOW-V implementation against SCA
attacks.

Index Terms—SNOW-V, Side Channel Analysis (SCA), Lin-
ear Feedback Shift Registers (LFSRs), Known-Key Correlation
(KKC), Boolean masking, Countermeasures

I. INTRODUCTION

HE upcoming 5G wireless networks promise high data

rates, ultra-low latency, and enhanced Quality of Service.
However, 5G networks significantly increase the demand for
robust security and privacy measures.

In 2018, 3rd Generation Partnership Project (3GPP) tasked
the European Telecommunications Standards Institute’s Se-
curity Experts Group (ETSI SAGE) with creating new 256-
bit cryptosystems for 5G networks [1], aiming for speeds
exceeding 20 Gbps on both dedicated hardware and general-
purpose CPUs, quantum-safe characteristics, and support for
ultra-reliable low-latency communications with a 1ms latency
budget [2]. Additionally, these systems must comply with
the National Institute of Standards and Technology (NIST)
recommendation for a classical 256-bit security level to with-
stand quantum computers. This initiative led to developing the
stream cipher called SNOW-V [3].
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Fig. 1. Possible Side channel attacks on a Cryptographic device during
encryption

SNOW-V, proposed by Ekdahl et al. [4], aims to replace
SNOW 3G as the encryption standard for 5G systems, en-
hancing the algorithm from 128-bit to 256-bit security to meet
5G network requirements while addressing vulnerabilities for
stronger cryptographic protection.

A. Motivation

Current cryptographic standards like SNOW 3G, designed
for 3G networks, require adaptation for 5G systems. Transi-
tioning to SNOW-V is necessary to meet increased security de-
mands. In symmetric key cryptography, threats from quantum
computers can be mitigated by doubling the length of the keys,
since Grover’s algorithm [S5] provides only a quadratic speed-
up against classical methods. To ensure robust future security,
3GPP and ETSI began standardizing 256-bit symmetric key
algorithms in 2018, with SNOW-V as a candidate for 5G
security.

Since SNOW-V is a lightweight stream cipher, it is ideal
for securing air interface communications in the radio access
network (RAN) between devices and base stations [6]. The
resource-constrained lightweight IoT devices in the RAN are
prime targets for side-channel attacks due to their high side-
channel signal-to-noise ratio.

SNOW-V improves upon SNOW 3G by enhancing software
throughput, addressing its predecessor’s limitations. 3GPP
recognized SNOW 3G’s poor software performance and noted
SNOW-V’s similarity to 128-NxAx cryptosystems [7], facil-
itating hardware reuse in mobile devices. Moreover, ETSI
SAGE anticipates that the 256-bit SNOW-V appears better
suited for 256-bit security, which is also deemed more resistant
to side-channel attacks than SNOW 3G [8], making the
assessment of its SCA security essential before its deployment.

B. Contribution

This work introduces the first power SCA attack with full
key recovery on the SNOW-V stream cipher operating on a



32-bit ARM Cortex-M4 microcontroller. To summarize, the
main contributions of this research are:

e We present the first power SCA attack with full key
recovery on the SNOW-V cipher, which combines a non-
profiled CPA and a Machine Learning-based profiled
attack model to recover the full key bytes of the SNOW-V
cipher. The LDA model achieves more than 99% accuracy
after training with 1K traces.

« Finally, we proposed a Boolean masking technique at the
attack point, demonstrating the highest SCA resilience,
preventing the unique recovery of the correct key even
after 200K traces, and showing an improvement in min-
imum traces to disclosure (MTD) by > 4000x.

II. BACKGROUND AND RELATED WORK
A. Side-Channel Analysis (SCA) Attack

An SCA attack targets information unintentionally leaked
during the cryptographic algorithm’s execution. As shown in
Fig. 1, these attacks involve analyzing side channels like power
consumption, electromagnetic emissions, timing information,
and other data related to the secret key.

Although the majority of published research on practical
power or EM SCA focuses on block ciphers, there are
relatively few studies presenting practical results of power
SCA attacks on stream ciphers [9], [10]. Attacking most
block ciphers usually requires targeting the first or last round.
However, analyzing stream ciphers requires examining leaks
across multiple rounds, making it more challenging. Addi-
tionally, when analyzing implementations of stream ciphers,
particularly those that utilize feedback shift registers, it is
common to integrate algebraic attacks with techniques from
side-channel analysis to exploit potential vulnerabilities more
effectively.

B. Architecture of SNOW-V

The SNOW-V cipher falls under the category of binary
additive stream ciphers. It generates a keystream using two
256-bit Linear Feedback Shift Registers (LFSRs) and a Finite
State Machine (FSM) [4].

The two LFSRs each consist of 16 elements from GF(216).
LFSR A comprises elements aqs,....,ag and generates a new
a5 at each time step t according to the given expression

agt;l) = b((]t) + aagt) + agt) + a‘lag) mod g4 (a).

Here, the generating polynomial g* (z) = 26 + 2% 4212 +
o+ 28 + 23 + 2% + 2! +1 € GF(2)[] and one of its roots
« are used. Similarly, LFSR B consists of elements by5...0g
and uses the feedback function

o5 = af) + goy + 05 + 810" mod g7 (8).

Now f is a root of LFSR B’s generating polynomial, which
is expressed by ¢gZ(z) = x16 + 215 + 21 + 21 4 28 + 26 +
o+ 2t +1€ GF(2)[x].

Each time we update the LFSR section, we clock LFSR-
A and LFSR-B 8 times, meaning that 256 bits of the total
512-bit state are updated in a single step. Consequently, the
two taps, T1 and T2, will have fresh values. Tap T1 is created
by combining (b;5,b14, ...,bg) into a 128-bit word, with bg
as the least significant part. Similarly, Tap T2 is formed by
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Fig. 2. Fixed-vs-random TVLA on the unprotected SNOW-V for 1K traces
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combining (a7, ag, ..., ap) into a 128-bit word, with ag as the
least significant part.

The FSM includes three 128-bit registers (R1, R2, and R3),
update, and output logic. The output logic generates 128-
bit keystream outputs per FSM update. The LFSRs, which
influence the update and output logic through taps T2 and T1,
are updated eight times for each FSM update, ensuring the
taps are fully refreshed each time. Both logic paths employ
specific operators: First, the H operator is defined as the
parallel addition modulo 232 of four 32-bit subwords. Second,
the update logic uses two instances of the full AES round
function, with the round keys C1 and C2 hardwired to 0'28.

C. Cryptanalysis of SNOW-V

SNOW-V has received much public evaluation after its
publication, including guess-and-determine attacks [11], [12]
and linear cryptanalysis [13], [14]. However, all these analyses
are purely theoretical and cannot be implemented due to
high time and memory complexities (both larger than 2249).
However, this work represents the first power side-channel
attack (SCA) on SNOW-V with the objective of full key
recovery.

III. ATTACK METHODOLOGY
A. Initial Findings

Our initial analysis of the SNOW-V architecture identifies
the LFSR as a vulnerable point of attack due to its storage of
keys and IVs during the initialization phase.

During initialization, all key bytes are stored in the LFSR,
while the FSM uses zero values for constants Cl1 and C2,
making the AES component irrelevant for attack as it only
serves to randomize the sequence.

According to the initialization phase mentioned in the
specification [4]
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Fig. 3. (a) Simulated CPA on LSB of A[8] i.e., A[8][7:0] lower 8 bits of A[8] (b) Simulated CPA on MSB of A[8] i.e., A[8][15:8] upper 8 bits of A[8]

where the secret key K = (k15, k14, ..o.... k1, ko), the TV =
(iv7,iv6, ...,ivl,ivo), and each of k‘i,in, 0 < 1 < 15,0 <
7 <7, is a 16-bit vector.

These equations indicate that the LFSR, especially where
the key is utilized, can be the main target for the attack.

According to [4], the parameter 'u’ is defined as:

u = mul_x(A[0],0x990f) ® A[1]

@ mul_x_inv(A[8],0zcc87) @ B[0] (1)

By examining the values of u and v across the eight iterations
in the [fsr_update() function [4], we can progressively
recover all 32 key bytes, starting from A[8] which contains
the first two bytes of the secret key.

From the equation of ‘v’ and mul_z_inv() function [4], it
is clear that during the u computation, information about the
LSB of the key byte under attack A[8] (A[8][0]) is lost due
to the 1-bit right shift within the mul_z_inv() function. This
affects the CPA attack, leading to multiple ghost peaks.

B. Proposed Side Channel Attack on SNOW-V

The primary target of the proposed Side Channel Attack on
SNOW-V is the LFSR within the SNOW-V architecture.

Test Vector Leakage Assessment (TVLA) was performed
on SNOW-V using both fixed and random sets of 1,000 traces
to detect data-dependent side-channel leakage, assessing time
points with |¢|-values exceeding 4.5, as depicted in Fig. 2.

After fixing the potential attack point, we conducted a
Known-Key Correlation (KKC) analysis to validate our attack
model. This involved fixing the key and varying the IV to
assess the Hamming Weight (HW) of all 16 bits of u. We
then simplified the model to an 8-bit version to deduce the
initial key byte. We opted for this approach because it reduced
complexity from 2'6 to 2% while maintaining a favorable
signal-to-noise ratio (SNR).

After completing the KKC analysis, we applied CPA to tar-
get the u and v operations within the [ fsr_update() function
for extracting the secret key byte. To streamline the process,
we first conducted CPA on simulated traces before presenting
the measurement results.
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Fig. 4. A flowchart to recover all the key bytes of SNOW-V

In the simulated CPA (Fig. 3), we begin by computing the
16-bit u using the I fsr_update() function and calculating its
Hamming Weight (HW), which serves as the basis for our
simulated traces. With our 8-bit key hypothesis, we vary the
key byte under attack A[8] from 0 to 255 and compute the
corresponding hypothetical 8-bit wu.

In Fig. 3 (a), CPA was conducted on the lower 8-bits of
A[8], specifically A[8][7:0]. The analysis revealed four key
guesses with the highest correlation: two positive peaks (A,
B) and two negative peaks (C, D). Among these peaks, one
corresponds to the correct key, while the remaining three are
ghost peaks. Similarly, in Fig. 3 (b), CPA was performed
on the MSB of A[8], A[8][15:8] to identify the correct key
guess. A comprehensive case study analyzing ghost peaks is
demonstrated in [15], which provides an in-depth analysis of
this phenomenon. The study delves into the detailed examina-
tion and characterization of ghost peaks observed during CPA,
which led to the successful extraction of the entire key.

Among the four identified peaks (Fig 3), one corresponds to
the correct key, while the remaining three are ghost peaks. The
32-bit ARM Cortex-M4 microcontroller pre-charges its data
bus to zero, resulting in CPA showing positive peaks for the



correct key byte. Consequently, we can ignore the two negative
ghost peaks (C and D). However, accurately determining the
correct key byte among the two positive peaks (A and B)
remains challenging.

To differentiate between A and B, we applied Linear Dis-
criminant Analysis (LDA) by modeling each trace based on
the LSB of A[8]. We used A[8][8] for the upper 8 bits and
A[8][0] for the lower 8 bits of A[8]. In recent SCA attacks,
LDA has been used successfully in profiled SCA [16], [17].

In the LDA model, traces are initially gathered and labeled
as 0 or 1 depending on the LSB of A[8]. This labeled dataset
is then employed to train the LDA model, which is subse-
quently evaluated on fresh data to assess its accuracy. This
methodology aims to eliminate the false peak (B) observed
after CPA, enabling the precise identification of the correct
secret key byte (A).

C. Incremental Attack to Recover All Key Bytes

We can progressively recover all correct key guesses by em- ,

ploying an incremental attack approach. This method allows s

us to systematically and methodically extract each key byte,
ensuring that the entire key is accurately reconstructed over
each iteration.

Fig. 4 outlines the detailed steps required to retrieve all
potential key guesses. Following these steps, we can incre-
mentally refine our attack to recover the entire set of correct

fourth iteration (i.e., for ¢ > 5), there will be an XOR operation

between two 16-bit words of the same keys. One of these keys 15

will already be known from the previous attack steps (i.e.,
during ¢ < 4). Therefore, the XOR operation between the two

16-bit words, with one value already known, will yield the

other unknown value.

In the initial iteration of the LFSR update function (z = 0),,
as detailed in Fig. 4, the calculations for u and v involve »
performing XOR operations on both the initialization vector
(IV) and the key. Specifically, these operations target the values
in A[8] and B8], respectively. Similarly, for iterations i =
1,2, 3,4, the equations for « and v require performing XOR *

operations that involve both the IV and the keys located in

specific positions within the arrays. These positions are A[9], »

A[10], A[11], and A[12] for the LFSR-A and B[9], B[10],
BJ[11] and B[12] for the LFSR-B.
In iteration ¢ = 5, the u equation involves XORing the IV

with the key in A[13]. Meanwhile, the v equation XORs the IV

with two 16-bit words: one from the known key in B[8] (from
i = 0) and the other from B[13], making the unknown key in
BJ[13] recoverable in this iteration. Similarly, for ¢ = 6, the
u equation involves a straightforward XOR operation between
the IV and the key in A[14]. However, the v equation XORs
the IV with two 16-bit words of the same key: one from the
known key in B[9] (identified in the second iteration, i = 1) and
the other from B[14]. This allows us to recover the unknown
key in B[14].

In the final iteration (¢ = 7), the u equation involves
XORing the IV with two 16-bit words: one from the known
key in A[8] (determined in the first iteration, i = 0) and

5 A2
6 Bl

the other from A[15]. Because A[8] is already known, this
iteration enables us to discover the previously unknown key
in A[15]. Similarly, for the v equation, XOR operations are
conducted between the IV and two 16-bit words of the same
key: one from B[10] and the other from B[15]. Since B[10]
was determined in the third iteration (i = 2), this allows us
to now identify the previously unknown key in B[15]. Thus,
the final unknown key can be accurately recovered through
these operations by leveraging the known value from an earlier
iteration.

Upon completing all iterations, we successfully retrieved
all the key bytes located in both LFSR-A (ranging from A[8]
to A[15]) and LFSR-B (spanning from B8] to B[15]). As a
result, the incremental attack proves to be highly effective in
systematically recovering every key byte. This comprehensive
approach ensures that each key byte is accurately identified,
demonstrating the robustness and efficiency of the incremental
attack method.

main ()

//Assigning ivl, iv2, keyl and key2

Al = f(ivl, keyl);
= f(iv2, key2);
= f(keyl, 0);

B2 = f(key2, 0);

s //LFSR-A = Al ~ A2
9 //LFSR-B = Bl "~ B2

keystream_mask (); //Calling this function once

. .. . 2}
key values accurately. From Fig. 4, it is evident that after the void keystream mask (void)

{
fsm_update_mask () ;
lfsr_update_mask () ;
}

//Function to be attacked

v void lfsr_update_mask (void)

{

//Two Boolean shares of sensitive variable u as (ul

,u2) .
(pl,p2) = mul_x_mask((AL1[0], A2[0]), 0x990f);
(al,g2) = SecXor ((pl,p2), (AL1[1l]l, A2[1]1));
(rl,r2) = mul_x_inv_mask ((A1[8], A2[8]), Oxcc87);
(sl,s2) = SecXor((rl,r2), (B1[0], B2[0]));
(ul,u2) = SecXor((gl,qg2), (sl,s2));

}
//mul_x_mask () checks for MSB, if MSB is 1, then it
does a left shift by 1 and XOR with 0x990f, else
it does only a left shift by 1.
//mul_x_inv_mask () checks for LSB, if LSB is 1, then
it does a right shift by 1 and XOR with 0xcc87,
else it does only a right shift by 1.
//SecXor function performs a simple XOR operation on
its two input parameters.
//Attacker can attack either of ul
will not reveal any secret key.

or u2, which

Listing 1. Pseudo code for masked implementation of SNOW-V

D. Proposed masking on unprotected SNOW-V

Masking [18] is a provable secure countermeasure to pro-
tect cryptographic implementations from passive side-channel
attacks, such as CPA. This technique involves masking the
sensitive data, i.e., splitting the sensitive data into multiple
shares and performing the operations on these shares inde-
pendently. By using random masks that change with each
execution, masking mitigates the correlation between side-
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channel leakage and sensitive information, thereby enhancing
the security of cryptographic algorithms.

Boolean masking is a robust countermeasure employed to
safeguard SNOW-V implementations against SCA. It involves
partitioning sensitive variables like z, derived from interac-

tions with the secret key, into two shares (x1 and z2, satisfying
rl & 22 x). Subsequently, cryptographic operations are
executed independently on these shares to prevent leakage
of sensitive information through side channels. Integration of
this masking countermeasure for the entire algorithm increases
the runtime of the entire cryptographic algorithm by > 2x.
However, for 5G ciphers like SNOW-V, speed is very crucial.
Therefore, we have masked the most critical operations, which
we were able to exploit during our attack. Hence, first-order
masking has been implemented on the [ f sr_update() function
to secure SNOW-V with less performance overhead.

Listing 1 illustrates the pseudo-code for the masked imple-
mentation of SNOW-V. Initially, IVs (i.e., 7wl and v2) and
keys (i.e., keyl and key2) are generated. These values are
then assigned to Al, A2, B1, and B2, as described in Section
1.

In this implementation, the LFSR masks are designed such
that the XOR operation between Al and A2 yields LFSR-A,
and similarly, the XOR operation between B1 and B2 results
in LFSR-B. This ensures that each LFSR value is split into
two masked components, with the IV splitting into two shares,
iwl, and 102, and the key splitting into keyl and key2.

The [fsr_update() function, which serves as our attack



0.06 4 incorrect keys
—— correct key(A)
—8— ghost peaks for incorrect keys(B,C,D)
0.04 4
c 0.02
2
=
e ¢
5 0.004
o
x A
jo)
a —0.02 A
—0.04 1 Key bytes for lower 8 bits
of A[8]
—0.06 1
1000 5000 10000 30000 50000 75000 100000 150000 200000

No. of traces

Fig. 7. The measured CPA results on the masked SNOW-V implementation
indicate that the secret key byte of A[8] could not be extracted even after
analyzing 200K traces

target, now comprises two equations, vl and u2. These equa-
tions are constructed such that XOR-ing u1 and 2 results in
u. Consequently, the attacker cannot directly target u since it
is split into v1 and u2, and w itself is not exposed. While the
attacker might attempt to target either ul or w2, this approach
would not reveal any part of the secret key.

The proposed implementation with Boolean masking takes
17 ms when initializing the SNOW-V core with a key and IV,
compared to 11 ms for the unprotected version. This results
in a performance overhead increase of approximately ~ 55%.

IV. EXPERIMENTAL RESULTS

The proposed SNOW-V stream cipher architecture was
analyzed using CPA to determine the correct key bytes. The
CPA results showed ghost peaks for incorrect keys due to the
LSB shift of A[8]. The MTD for CPA on measured SNOW-V
traces shows that the correct key is recovered with < 50 traces
for most of the key bytes (Fig. 5).

The MTD plot (Fig. 5) demonstrates that, in the case of
positive correlation, there is an overlap between one incorrect
key (B) and the correct key (A). To uniquely identify the
correct key byte, we initially gathered power traces by varying
both the key and the I'V. Each trace was modeled based on the
LSB of the key byte under attack, specifically focusing on bits
such as A[8], A[9], A[12], and A[15]. The dataset containing
10,000 traces was divided into 70% for training and 30% for
testing. The trained LDA model successfully predicts the LSB
of the key byte under attack with more than 99% accuracy
after training with 10K traces (Fig. 6).

Fig. 7 shows the measured CPA results on the masked
SNOW-V implementation. The results clearly show that the
correct key present in the lower 8 bits of A[8], i.e., A[8][7:0],
could not be determined even after analyzing with 200K traces,
indicating > 4000x SCA security improvement.

V. CONCLUSION

In summary, this paper introduces the first power SCA on
the 5G standard candidate SNOW-V, successfully demonstrat-

ing that by employing a combined CPA and LDA attack on the
SNOW-V implementation running on a 32-bit ARM Cortex-
M4 microcontroller, the secret key can be fully recovered.
During CPA, the LSB for the byte under attack remains
undetermined due to an intermediate operation (mul_z_inv()
within the [ fsr_update()). To address this, an LDA model is
trained to predict the LSB based on the branching condition in
the mul_x_inv() function, achieving more than 99% accuracy
with 10,000 training traces.

Additionally, we demonstrate the effectiveness of an incre-
mental attack technique that systematically recovers all key
bytes of SNOW-V, showcasing how each iteration progres-
sively reveals the complete secret key. Overall, using our
proposed attack strategy, most of the secret key bytes were
successfully recovered in fewer than 50 traces, demonstrating
the effectiveness and efficiency of the combined CPA and LDA
approach in breaking the SNOW-V implementation. Finally,
we demonstrated the efficacy of boolean masking, showing a
> 4000x MTD improvement over the unprotected SNOW-V.
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