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ABSTRACT
AIM: Extracting highlights automatically from a sports video using audio and video 
analysis and removing uninteresting sequence of frames .

APPROACH:

• Divide the extraction process into multiple levels.

• Remove the uninteresting event sequences from the main video at each level.

• 5 levels of extraction for shot classification (pitch view, crowd view, field view etc.)

PREVIOUS WORK
• Highlights extraction using Hidden Markov Models(HMM) in [1][2][3]. 

❏ The states and transitions in the game were represented using HMM.

● [3] fused in audio information along with motion information for the first time

• In [4], the author proposed an unsupervised event discovery and detection framework which used color
histograms(CH) or histograms of oriented gradients(HOG).

• [5] extracted event sequences from videos and classifies them into a concept using sequential association mining.

● [6] introduced a hierarchical framework for events detection and classification without shot detection and 
clustering.
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APPROACH IN [6]
• Excitement Detection

❏ Spectator’s cheer and commentator’s speech analysis.

❏ Two popular content analysis techniques - Short-time audio energy(E) and 
Short-time Zero Crossing Rate(Z).

❏ If E * Z is greater than a given threshold, the particular frame is an excitation 
frame.

• Replay Detection

❏ A replay is sandwiched between two logo transitions and the score bar is 
removed.

• Field view detection

❏ Dominant Grass Pixel Ratio(DGPR) is used to classify frames.

❏ DGPR = (xg/x) where xg is number of pixels of grass, and x is total number of 
pixels.

❏ For field view, DGPR values is greater than 0.07 whereas DGPR is smaller for 
non-field views.

• 4a - Field view classification

❏ Classified as pitch view, long view or boundary view.

• 4b - Close Up view

❏ RGB image is converted to YCbCr.

❏ Percentage of edge pixels(EP) are calculated using Canny operator.

❏ A threshold for EP classifies frames as close up view or crowd view.

• 5a - Close Up classification.

• 5b – Fielder gathering.
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• corr2 computes the correlation coefficient using

corr2 calculates the degree similarity of images. For exactly similar images, its value is 
1 and 0 for two very different images. Thus, applying corr2 on a replay template and 
frames, we can detect action replays. After observing, for best results we have used 
threshold 0.65 to classify a frame as replay logo. The results, we obtained using corr2 
and approach proposed by [6] were:

Classification into Field-views and Non-field views:

• After training svm on 4254 images, and testing on 4176 images, we observed 
following precision and recall -

• Precision - 96.48%

• Recall - 88.03%

• As compared to the following figures were produced by using approach proposed 
by [6],

• Precision - 72.70%

• Recall - 78.63%

Classification of Field view into pitch, long, boundary views:

Classification of Non Field view into Crowd view, Close-up views:

Classification of crowd view into fielder’s gathering, spectator’s crowd:

• After training svm on 2444 images, and testing on 1184 images, we observed 
following precision and recall -

• Precision - 100%

• Recall - 99.42%.

Our methods have so far given promising results and shows significantly better 
results than the proposed approach in [6]. Although, the hierarchy used are same as 
suggested by authors of [6].
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