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1.Sort songs by popularity in a| | ** Not personalized -Listening histories are influenced by a set of factors specific to

With the rise of digital content distribution, we

have access to a huge music collection. With decreasing order * Some songs will never be the domain (e.g. Genre, artist...) g
millions of songs to choose from. we sometimes listend *Users and songs characterized by latent factors. 14
feel overwhelmed. Thus, an efficient music &ror gggg‘s Sl TECOMMENE . ;
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Our study Is based on Million Song Dataset -U is the user factor while V represents song factors :

Challenge In Kaggle. Our music recommender Collaborative based Model *For each user, a personalized recommendation is given by 2 |
ranking the following item for each song:

system Is large-scale and personalized. We learn W — T 1 o RS
from users’ listening history and features of songs Idea 1 Idea 2 — _
and predict songs that a user would like to listen *Songs that are often listened | |.ysers who listen to the same
to. Dy Flhe sag1e USEr tenl‘?lkt(l) bte songs in the past tend to have
simiiar and are more 1K€y 101 gmilar interests and wil
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by some other user probably listen to the same
' songs in future. Analysis
Dataset *There is not enough data for the algorithm to arrive at a good Conclusion
5 3 prediction. The median number of songs in a user’'s play count
P - ‘\ / 7 \:\ history is fourteen to fifteen, this sparseness does not allow the Building a recommender system IS not a trival task.
We are mainly using 2 datasets. o Z\B . . / . SVD objective function to converge to a global optimum The fact that it's large scale dateset makes it
: — . T ’ difficult in many aspects.
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users ID, songs ID and triplets Song based Model User based Model Idea million songs for different users is not easy to get a
(User,song,count) nzrr?nn; Igztda) B, we create a feature space of songs (features are high precision. That's why we didn't get any result
o better than 10 %. Even the Kaggle winner has onl
1,200,000 users, mor_e_ than_ 3380 -In this space, we find the k nearest neighbors for each song by 17 o 99 y
000 songs and 48 million triplets PR p— calculating their Euclidean Distance got 0. | | |
gathered from users’ listening 9. N o -Look at each user’s profile and suggest songs which are their 2.The meta data Includes huge information and
Conditional probability measure of similarity between two users: : - TR cc
histories in total W, = P(v]u)® P(u|v)'~% with ae [0,1] neighbors when exploring 1t, it is difficult to extract relevant
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» We only work on 10,000 users’ . features for song. |
listening history. Locality of scoring function: 3.Processing such a huge dataset iIs memory and
:  Emphasize similar items, determine how individual scoring component CPU intensive.
* We create a Matrix M from the influences overall scoring: f(w) = wlwithq €N
triplets. N o
Stochastic aggregation of two lists, randomly chooses one of lists m
_ according to probability distribution over predictors and recommends best Evaluation Metric
2. Data B: Feature files extracted by scored items of lists not yet inserted in final recommendation.
ourselves from meta data of song Mean average precision(mAP) ** Run the algorithms on a distributed system, like
from the website of Remark *Proportion of correct recommendations with more weight to top Hadoop or Condor to parallelize the
ab | Oi du/mill )  When the song history of a user is too small to leverage the power of ones fat q : h " g
dDlroSa.ee.columpia.eau/miinionson the user-based recommendation algorithm, we <can offer . S : computation, ecrease e runuame an
J recommendations based on song similarity, which yield better results with pre_qsmn IS much more important than_ recall because false X : :
= 280 GB of meta data smaller song histories positives can lead to a poor user experience leverage distributed memory to run the
. Each song IS represented by a « Using play count does not give good result because similarity model complete MSD
biased to few songs played multiple times, calculation noise is generated _ e
feature vector of 10 components by a few very popular songs. o | | < Combine different methods and learn the
including year, duration, loudness.  There’s no personalization and majority of songs have too few listeners 1. \'j)vli.;?:_]s'o?hst |:0 proportll(on 0Off CtﬁgeCt rl'ee(jﬁcc)g;necgi:!;ns Weightage for each method according to the
artist, danceability, etc. P 5 P J dataset
. . . —_— A 1 < .
»  Due to memory limitations, we ony Pr(w,y) =1 2j=1 Muy () _’ ‘_Vk St | < Automatically generate relevant features
get features of 10,000 songs(3 2. For each user, the average precision at each recall point: < Develop more recommendation algorithms
_ t .
GB) AP (wy) == 2j=1 Pr(wy) . My, (k) based on different data (e.g. the how the user
o . . . . .
3. Mean average precision: mAP = = ¥ 4 P(u,y,) Is feeling, social recommendation, etc)
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